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ABSTRACT6

Gravity waves have important effects on the middle atmosphere circulation, and those gen-7

erated by convection are prevalent in the tropics and summer mid-latitudes. Numerous case8

studies have been carried out to investigate their characteristics in high-resolution simula-9

tions. Here, the impact of the choice of physics parameterizations on the generation and10

spectral properties of these waves in models is investigated. Using the Weather Research11

and Forecasting Model (WRF) a summer-time squall line over the Great Plains is simulated12

in a three-dimensional, non-linear and non-hydrostatic mesoscale framework. The distri-13

bution of precipitation strength and echo tops in the simulations are compared with radar14

data. Unsurprisingly, those storm features are most sensitive to the microphysics scheme.15

However, it is found that these variations in storm morphology have little influence on the16

simulated stratospheric momentum flux spectra. These results support the fundamental idea17

behind climate model parameterizations: That the large scale storm conditions can be used18

to predict the spectrum of gravity wave momentum flux above the storm irrespective of the19

convective details that coarse resolution models cannot capture. The simulated spectra are20

then contrasted with those obtained from a parameterization used in global climate mod-21

els. The parameterization reproduces the shape of the spectra reasonably well but their22

magnitudes remain highly sensitive to the peak heating rate within the convective cells.23
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1. Introduction24

Gravity waves are an important component of the momentum budget of the middle25

atmosphere (Holton 1983; Andrews et al. 1987). Convection is a known source of gravity26

waves, and satellite observations reveal the Midwestern US as a “hotspot” for gravity waves27

generated by convection during the spring and summer months (Hoffmann and Alexander28

2010).29

Climate models cannot resolve these gravity waves, yet their forcing effects on the cir-30

culation have demonstrated importance for several climate processes. Gravity waves affect31

the timing of the transition in springtime from winter westerlies to summer easterlies in the32

stratosphere (Scaife et al. 2002), with associated effects on planetary wave and synoptic wave33

propagation and drag. They also play an important role in driving the mean-meridional34

transport circulation in the summer hemisphere that controls the transport of important35

radiatively-active trace gases like ozone and water vapor (Alexander and Rosenlof 2003;36

Okamoto et al. 2011).37

These effects of small-scale gravity waves must be approximated using gravity wave pa-38

rameterizations in climate models, and the parameterizations range in complexity from sim-39

ple assumptions of uniform sources (Manzini and McFarlane 1998) to more complex methods40

that relate the spectrum of gravity waves to properties of convection in the climate model41

(Beres et al. 2005; Kim et al. 2013).42

The parameter settings that must be chosen to apply these gravity wave parameteriza-43

tions in climate models are poorly constrained by observations, so they are instead based44

largely on cloud-resolving model results (Beres 2004; Choi and Chun 2011). The cloud-45

resolving model studies themselves use parameterized physics for the microphysics of pre-46

cipitation particle formation and boundary layer processes. Previous cloud-resolving model47

studies of gravity waves generated by convection have not explored the sensitivity of the48

waves generated to these physics parameterizations.49

Here we test whether or not gravity wave activity is sensitive to hydrometeor distributions50
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and convective details that high-resolution models cannot capture with high fidelity. To this51

end we investigate the sensitivity of key properties of the convection in cloud-resolving model52

simulations to the choice of physics parameterizations in these models. The key sensitivity53

is not surprisingly to the choice of microphysics scheme. We further examine the sensitivity54

of the gravity waves above the storm to the microphysics scheme, and compare the gravity55

wave spectrum predicted by the Beres gravity wave parameterization against the simulated56

spectrum in the cloud-resolving model simulations. Finally, we investigate the potential for57

using precipitation radar observations for predicting the spectrum of gravity waves above58

convection.59

This study is organized as follows: In section 2 the numerical model and set of simulations60

is introduced. Section 3 contains a comparison of the simulated horizontal storm structure,61

intensities of precipitation and storm depth with radar measurements focusing on precipi-62

tation rates and echo top heights. The simulated stratospheric momentum flux spectra and63

their sensitivity to microphysics parameterization is evaluated in section 4. In section 5 we64

compute the stratospheric spectra using the Beres parameterization and information about65

the simulated latent heating fields. Furthermore, we calculate simple relationships between66

quantities that can be observed by radar and required input parameters for the parameteri-67

zation that allow us to apply the parameterization directly to radar measurements. The last68

section is a summary and discussion.69

2. Numerical simulations70

a. Domain geometry and resolution71

Using the Weather Research and Forecasting Model (WRF) version 3.3.1, a summer-72

time squall line that occurred on June 5 2005 over the Great Plains is modeled in a three-73

dimensional, non-linear and non-hydrostatic mesoscale simulation. This location is part74

of a region where over 95% of observed gravity waves were shown to be related to deep75
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convection at this time of the year (Hoffmann and Alexander 2010). This strong correlation76

between gravity waves and convection makes this area a good place to study and characterize77

properties of mid-latitude convective waves. Moreover, a high density of radar observations78

permits accurate validation of the precipitation and other storm features. Figure 1 shows79

observations by the Atmospheric Infrared Sounder (AIRS) instrument from the Aqua satellite80

overpass of this storm confirming gravity waves in the stratosphere emerge from a region81

chosen as the center of the simulation.82

Each run is based on consecutive simulations on three nested domains centered at 34.5◦N83

latitude and 95.5◦W longitude as shown in Figure 2. The coarsest domain with a resolution84

of 15 km is initialized with ERA-interim (European Centre for Medium-Range Weather85

Forecasting Re-Analysis) data (Dee et al. 2011), which is available at six-hour intervals at86

a nominal resolution of 0.7◦. There are 100 vertical levels extending from the ground to87

the model top of 10 hPa. A stretched grid is used between the surface and 775 hPa. Above88

this level the vertical grid spacing remains constant at 280 m in the troposphere and 47089

m in the stratosphere. Unphysical wave reflection at the upper boundary is prevented by a90

five kilometer deep Rayleigh damping layer that contains 21 model levels. A test in which91

we doubled the depth of this layer to 10 km showed no discernable effects on the simulated92

velocity fields or spectra, indicating that the depth of the damping layer is sufficient for this93

study. The horizontal resolution decreases from 15 km to 3 km and ultimately to 1 km for94

the innermost domain, which spans 600 km×600 km. The grids are connected through a95

one-way nesting procedure implying that a separate forecast is done for each domain while96

boundary conditions are obtained from the next coarser grid every hour. The start time of97

all simulations is 18 UTC on June 4 2005, which allows for nine hours of spin-up time (typical98

for this type of simulation) in advance of the five-hour period, 3-8 UTC on June 5 2005,99

during which the waves observed by AIRS were likely generated. We intend to use AIRS100

satellite data in future work to validate the stratospheric gravity wave spectrum generated101

by this storm. Since the satellite passes the region of interest around 8 UTC we focus on102
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the time interval between 3 and 8 UTC.103

One of the strengths of the WRF model is its high effective resolution, defined as the104

wavelength where the model’s energy spectrum decays relative to observed mesoscale spectra105

(Skamarock 2004). We have computed the effective resolution of our model to be 7-8 km106

which is consistent with the Skamarock (2004) result of 7∆x.107

b. Physics parameterizations108

Our initial tests of the sensitivity of key storm characteristics to physics parameterizations109

included simulations using different boundary layer schemes, cumulus schemes on the outer110

coarse grid, and microphysics schemes on the inner grids. Not surprisingly, the simulated111

storm characteristics were most sensitive to the microphysics scheme.112

We therefore designed five ensembles of simulations that differ in their microphysics113

schemes. These schemes are the Morrison scheme (MOR, Morrison et al. (2009)), the WRF114

Single-Moment 6-class scheme (WSM6, Hong and Lim (2006)), the WRF Double-Moment115

6-class scheme (WDM6, Lim and Hong (2010)), the new Thompson et al. scheme (TOM,116

Thompson et al. (2008)) and the Milbrandt-Yau Double-Moment 7-class scheme (MY, Mil-117

brandt and Yau (2005)). Within an ensemble, variation between individual runs is achieved118

by employing different planetary boundary layer (PBL) schemes and cumulus schemes. Ta-119

ble 1 lists the individual runs with their respective parameterizations on all domains.120

The microphysics scheme is responsible for explicitly resolved vapor, cloud and precipi-121

tation processes, computing latent heat release and absorption, respectively, and modeling122

microphysical processes like aggregation, accretion, growth and fall-out. The microphysics123

schemes used here vary greatly in their level of complexity and their properties are sum-124

marized in Table 2. Within each ensemble the same microphysics scheme is used on the 3125

km and 1 km domains. We found that switching the microphysics scheme on for the 15 km126

domain has negligible effect on results in the 1 km domain.127

Cumulus schemes parameterize sub-grid scale effects due to unresolved convection. They128
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provide the convective component of rainfall as well as vertical heating and moisture profiles.129

Every ensemble contains three simulations, one each using the Kain-Fritsch (Kain and Fritsch130

1990), Betts-Miller-Janjic (Betts 1986; Betts and Miller 1986) and Grell-3 (improved version131

of the Grell-Devenyi scheme (Grell and Devenyi 2002)), active on the 15 km domain. While132

the cumulus scheme affects temperature and humidity profiles over the full extent of the lower133

atmosphere, the planetary boundary layer scheme is key in determining thermodynamic134

conditions close to the ground. Hence, together the cumulus and planetary boundary layer135

schemes play a role in defining the depth and horizontal extent of convection.136

Planetary boundary layer schemes assume that boundary eddies are not resolved. This137

assumption only breaks down for a horizontal resolution much smaller than 1 km, which is138

why we make use of them on all domains. In each ensemble the simulation that uses the139

Kain-Fritsch scheme (KF) on the 15 km domain is paired with the Yonsei University PBL140

scheme (YSU, Hong et al. (2006)), the Betts-Miller-Janjic (BMJ) simulation is paired with141

Mellor-Yamada-Janjic PBL scheme (MYJ, Janjic (1994)) and the Grell-3 (G3) simulation142

is paired with either one. The exception is the MY ensemble which contains only two143

simulations because running the MY microphysics scheme in combination with the MYJ144

planetary boundary layer scheme always leads to instabilities. With regard to the remaining145

physics choices we employ the Goddard scheme (Chou and Suarez 1999) for short-wave146

radiation, the Rapid Radiative Transfer Model (Mlawer et al. 1997) for long-wave radiation147

and the Noah Land Surface Model (Ek et al. 2003) throughout all simulations.148
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3. Sensitivity of convective properties to physics pa-149

rameterization150

a. Method of assessing convective properties151

In this section we investigate the extent to which convective properties that are key to152

the generation of gravity waves are sensitive to the choice of physics parameterization.153

Previous works have linked gravity wave properties in the stratosphere to characteristics154

of the storm below. Relationships have been found between the depth of the latent heating155

and the wave vertical wavelengths or between the frequencies of oscillation within the storm156

and the wave frequencies (Salby and Garcia 1987; Fovell et al. 1992; Alexander et al. 1995;157

Lane et al. 2001). Additional work showed the dependency of the wave response to both158

horizontal and vertical scales and frequencies of the heating (Holton et al. 2002; Beres 2004).159

Additionally, the storm can act as an obstacle to the flow at upper levels, generating waves160

with phase speeds matching the storm or rain cell propagation speed (Pfister et al. 1993;161

Chun and Baik 1998; Beres 2004; Alexander et al. 2006; Kuester et al. 2008). Linear mecha-162

nisms that describe these relationships between storm and wave characteristics underlie the163

existing parameterizations for convectively generated waves. In real convection as well as in164

a nonlinear model like the one used here, clear distinctions between different mechanisms165

are not possible since they are connected through nonlinearites. However, the properties166

of gravity waves above convection in parameterizations are still related to the spatial char-167

acteristics, depth and strength of the latent heating (Beres et al. 2005; Chun et al. 2008;168

Richter et al. 2010; Choi and Chun 2011). It is these variables that need to be constrained169

as accurately as possible as they are used to parameterize convectively generated waves in170

climate models.171

We therefore put emphasis on the horizontal structure and intensities of the precipitation172

and on the depth of the storm by comparing the simulated precipitation rates and echo top173

heights to NEXRAD (Next Generation Radar) network measurements. The NEXRAD echo174
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top product provides the height of the 18.3 dBZ return, rounded to the nearest 5000 ft MSL.175

Using the same dBZ threshold, the simulated echo tops are calculated by the WRF Unified176

Post Processor (UPP) using knowledge of radar sensitivity to different hydrometeor types177

and size distributions (Koch et al. 2005). Full coverage of the innermost domain is obtained178

by combining the data from twelve NEXRAD stations into a mosaic as depicted in Figure 3.179

Echo tops are more likely under- than overestimated, as an echo top may lie above the highest180

elevation scan if the storm is close to the cone of silence. We therefore use the respective181

larger value in assembling the echo top mosaic. In obtaining a smooth precipitation map the182

fields from different stations are averaged. Given the overlap of individual radar cones this183

composition method should lead to a substantial reduction of echo top height uncertainties.184

To allow for a data comparison on the WRF grid and at WRF output times the original185

radar data is interpolated in space and time before it is combined. When comparing the186

radar composite to WRF output, all fields are coarsened to an 8 km×8 km grid, since this187

better matches the effective model resolution.188

b. Results189

The radar column in the upper part of Figure 4 shows the radar mosaic of maximum190

echo top heights during the two 60-minute intervals 3:10-4:10 UTC and 4:10-5:10 UTC. The191

panels at the bottom show the 60-minute accumulated precipitation along the southwest to192

northeast oriented rain band associated with the squall line. The storm is in its mature193

stage during the first hour (3:10-4:10 UTC) and starts to decay afterwards. Since gravity194

waves are forced most strongly during the developing and mature stages of the convection195

the storm dynamics after 4:10 UTC are expected to have less impact on the generation of196

gravity waves. For each ensemble the columns following the radar panel in Fig. 4 show the197

corresponding variables for the simulation run with the Kain-Fritsch cumulus and the Yonsei198

University planetary boundary layer scheme. Within one ensemble all simulations produce199

very similar looking echo top and accumulated precipitation maps (not shown) and Fig. 4200
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shows a representative sample.201

Examining the echo tops, the most striking feature is the large abundance of echo top202

heights greater than 12 km in the TOM ensemble and the complete lack thereof in the203

MY ensemble. The MOR, WSM6 and WDM6 ensembles present echo tops that are more204

comparable to the radar measurements. The MOR simulations exhibit a connected large205

circular area of high echo tops whereas the WSM6 and WDM6 ensembles have very similar206

diagonal structures with several areas of high echo tops. With regard to rain we observe that207

the MOR and MY ensembles have the best match in precipitation when compared to the208

radar panel. The areas of strong precipitation (accumulation greater than 20 mm) and light209

precipitation (accumulation greater than 0.1 mm) are similar in size and structure to the210

radar panel. The rain bands in the WSM6 and WDM6 ensembles exhibit more wide-spread211

precipitation with weaker strong cores. The TOM ensemble has little precipitation overall.212

We examined several column-integrated moisture variables since they may offer a physical213

explanation for the main differences found so far. From Figure 5 it is apparent that the214

TOM runs possess a very large amount of snow, whereas the MY simulations exhibit just the215

opposite tendency, less snow than average. Furthermore, whereas the TOM runs show almost216

no ice, the MY simulations have the largest column integrated ice values of all ensembles.217

These findings are perfectly consistent with the high echo tops and low precipitation rates218

of the TOM ensemble as snow can be carried to high altitudes by updrafts instead of falling219

to the ground as precipitation. The low echo tops seen in the MY simulations are most220

likely tied to the production of heavy hydrometeors (hail and graupel). This reasoning is221

consistent with previous studies, which have shown that this scheme promotes the growth of222

fast falling hydrometeors, i. e. graupel and hail, due to favoring riming over deposition (Van223

Weverberg et al. 2012; Morrison and Milbrandt 2011).224

Gravity waves are efficiently generated by strong localized convective cells. While the225

60-minute maps serve to detect major similarities and differences in the storm structure226

they may obscure those events. Figure 6 is based on 10-minute data and therefore better227
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takes the intermittency of convection into account. The upper panels show the amount of228

precipitation that fell between 3:10 and 5:10 UTC as a function of 10-minute precipitation229

rate. The black curve shows the ensemble mean and the orange shading indicates the range230

present in each ensemble. For better comparison the radar histogram is overplotted in231

red. The MOR simulations and even the TOM simulations that otherwise have very little232

precipitation possess localized events of precipitation rates greater than 20 mm/10 minutes.233

Overall, the MOR simulations compare best, especially at precipitation rates that exceed234

14 mm/10 minutes. The MY simulations both lack strong precipitation. The WSM6 and235

WDM6 ensembles are similar to each other but underestimate heavy precipitation, which236

seems to be a general tendency in all ensemble members.237

The bottom panels of Fig. 6 show the occurrence frequency of the respective cloud and238

echo top heights for the same time interval. The solid histogram depicts the ensemble mean239

and the shading shows the range. The radar distribution has a mode at 9-10 km with 10%240

of the values falling into this height interval. In agreement with Fig. 4 the MY simulations241

have no echo tops above 12 km whereas the TOM simulations exhibit a large fraction of242

echo tops above 14 km. The MOR, WSM6 and WDM6 simulations compare relatively well243

to the radar measurements. In addition, the cloud top height distribution is shown. The244

MY and MOR simulations have extremely high clouds tops of up to 18 km. The presence245

of high cloud tops in the MY ensemble indicates that the storm is deeper than suggested by246

the shallow echo tops.247

The above discussion has shown that the choice of microphysics parameterization can248

lead to substantial differences in the distributions of local precipitation rates, particularly in249

the occurrence of intense localized cells. Since localized intense cells have been observed as250

intense gravity wave sources, we next compare the spectrum of stratospheric gravity waves251

among the different simulations.252
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4. Sensitivity of the stratospheric momentum flux spec-253

trum and forcing to physics parameterizations254

In the previous section we have described the sensitivity of echo and cloud top height as255

well as rain rates to the choice of microphysics parameterization. The depth and amplitude256

of the heating are important parameters that determine the amplitude and shape of the257

stratospheric momentum flux spectrum. The wind profile above the heating region also258

plays an important role as critical level filtering leads to dissipation. This occurs when a259

wave approaches a level where the phase speed equals the wind speed. In all simulations there260

is a level of strong shear present in both the zonal and meridional direction as can be seen in261

Figure 7. In this section we will examine the modeled stratospheric momentum flux spectra262

and investigate the spectrum’s sensitivity to the choice of microphysics parameterization.263

Details on the computation of the spectra can be found in Appendix A. Figure 8 shows264

ensemble-averaged momentum flux spectra computed from the simulations as a function265

of phase speed and propagation direction at 95 hPa. Below each spectrum the domain-266

and time-mean (550 km×550 km and five hours) momentum flux integrated over all angles267

and phase speeds is shown. The ensemble mean is shown in black and the red numbers268

denote the minimum and maximum integrated flux of the individual runs in the respective269

ensemble. We notice that these spectra look remarkably similar in terms of both their shape270

and magnitudes despite differences in the associated tropospheric storm structure. The MY271

simulations have a distinctively high momentum flux relative to the other ensembles, which272

is consistent with larger maximum heating rates as will be shown in section 5. The minima273

in the momentum flux spectra that appear as holes in the NE quadrants of Fig. 8 are caused274

by wind filtering in the upper troposphere.275

Dissipation of momentum flux due to processes like background wind filtering leads to a276

force on the mean flow. With regard to the parameterization of gravity waves in GCMs this277

quantity is particularly important. The domain- and time-mean zonal and meridional force278
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per unit mass due to the vertical gradient in zonal and meridional momentum flux is given279

by [ax, ay] = − 1
ρ0

∂
∂z

[

ρ0u′w′, ρ0v′w′

]

. For the computation of the vertical gradient we have280

to take into account that some waves leave the domain. The expressions for this boundary281

flux correction, equations B18 and B19, are derived in Appendix B.282

Figure 9 shows the mean forcing for each ensemble. The boundary flux correction is283

shown in green and the corrected net forcing in red. The boundary flux effect below 80 hPa284

is as large as -1 m/s/day but decreases rapidly with altitude. The strong westward zonal285

force in the lower stratosphere seen in each ensemble is associated with the westward shear286

(Fig. 7) that causes dissipation of westward propagating waves. Similarly, the southward287

force peaking near 60 hPa is associated with the southward shear at this level. The panel on288

the right of Fig. 9 overlays the net-forcings to allow for a better comparison. The variability289

between these curves is of the same order of magnitude as the variability within each ensemble290

(not shown).291

The differences in storm structure seen in echo top height, cloud top height and precip-292

itation caused by different microphysics schemes are substantial. The heating amplitude,293

which is related to the amount of precipitation, the heating depth and horizontal width of294

the convective cells are crucial parameters that determine the spectrum above convection295

in convective gravity wave source parameterizations. If we assume that linear theory, the296

basis for these GCM parameterizations, provides an accurate first order approximation for297

the stratospheric gravity waves, there is good reason to expect significant differences be-298

tween the momentum flux spectra examined in this section. However, the stratospheric299

momentum flux spectra and forcings do not appear to critically depend on the microphysics300

scheme. Instead we observe similar wave amplitudes, wave spectra and mean flow forcing301

profiles between any two simulations. This finding is promising for the formulation of GCM302

parameterizations: A reasonably accurate forecast of the gravity wave spectrum should be303

possible despite uncertainties in the hydrometeor distributions.304

In the next section we examine how a GCM parameterization responds to changes in input305
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parameters that are derived from the convective vertical heating profiles of the simulations.306

5. Comparison of parameterized and simulated spectra307

The Beres parameterization (Beres et al. 2004; Beres 2004) is based on linear theory308

and assumes a heating field that has a Gaussian horizontal distribution with a full width at309

half maximum of 2
√
ln 2σx and 2

√
ln 2σy and a half sine distribution in the vertical which310

is determined by the heating height h and the amplitude Qmax of the heating profile. Other311

required input variables are the frequency distribution of the heating, the mean wind in the312

heating region (ground to height h) and the minimum and maximum zonal and meridional313

wind components between the top of the heating region and the level of interest. The latter314

information is needed to correct for critical level filtering.315

In Beres et al. (2004) it was shown that the assumption of a red frequency spectrum316

leads to results that are almost indistinguishable from using the true frequency distribution317

found in convection. Heating depth h and maximum heating Qmax are derived every 10318

min from the heating profile averaged over convective pixels. We define a grid point as319

convective when the 10-min heating exceeds .004 K/s anywhere in the column. This value320

is typical for heating rates in squall lines (Beres 2004). The ensemble-mean vertical heating321

profiles averaged over all convective pixels and the time interval 3:10-5:10 UTC are shown322

in Figure 10. In averaging individual vertical profiles both positive and negative heating323

rates are combined. The heating depth h is determined every ten minutes by identifying the324

height where the vertical profile decays to 10% of Qmax. Linear interpolation in height is325

applied when this value is located between two model levels. Fig. 10 also shows the average326

convective fraction (CF) over the first two hours. This quantity varies from 5% of the domain327

for the MY ensemble to 14% for the WDM6 ensemble.328

Finally, the widths of the heating cells in the simulations are very variable and we assume329

a size of σx = σy = 1500 m to match the value used in Beres et al. (2005), where this pa-330
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rameterization was implemented in the Whole Atmosphere Community Climate (WACCM)331

model. Increasing the horizontal size of a heating cell in the parameterization leads to a332

broader phase speed distribution. Given the specific wind profile in our study this results in333

a larger integrated flux as wind filtering impacts a relatively smaller fraction of the spectrum.334

For example, a test with doubled σx and σy from 1500 m to 3000 m gives an increase in335

integrated flux of a factor of about 2.336

Figure 11 shows the distribution of maximum column heating exceeding the convective337

threshold of .004 K/s for run MOR1 at 3:10 UTC. All other simulations show a similar338

structure of a southwest to northeast oriented squall line with organized small convective339

cells. The required winds for the parameterization are computed from the domain-averaged340

wind profiles at each time.341

The left panel in Figure 12 shows the parameterized spectrum averaged over all simu-342

lations and the time interval 3:10 to 8:00 UTC. We examined the parameterized spectrum343

using differing values of h, Qmax, and CF varying every 10 min for the different simulation344

ensembles, but found the spectrum shape to be virtually the same for all. The total flux345

obtained when integrating the spectrum over all angles and phase speeds ranges from 7.14346

mPa to 30.77 mPa among the ensemble members with a mean of 13.88 mPa. This variability347

is mainly caused by differing values for Qmax, the heating rate input to the parameteriza-348

tion. Comparing to Fig. 8 we notice that the general shape of the spectrum is remarkably349

similar given that this relatively simple parameterization cannot be expected to reproduce350

the details of the simulated spectra.351

One concern is that the AIRS observations (Fig. 1) show waves from this storm propa-352

gating northeast, while the peak in the parameterized spectrum at low northeastward phase353

speeds is unlikely to survive the wind shear in the lower stratosphere. Since the AIRS ob-354

servations are much higher in altitude than we have simulated, it is possible that we are355

seeing the small high phase speed part of the NE spectrum in AIRS whereas the rest of356

the spectrum of waves has either been filtered by the winds or refracted to shorter vertical357
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wavelengths that are not visible to the AIRS sensor. The present results cannot definitively358

say, but we hope to address this in future work.359

Finally, we will compute the spectrum using parameters derived from the radar data itself.360

Since we do not have knowledge of the heating distribution, we use relationships derived361

from the simulations. From the radar we observe rain rates, echo tops, and fractional area of362

convective rain. In the simulations, we correlate these variables with heating rate, heating363

depth, and convective fraction, respectively. Figure 13 shows the correlations. In finding the364

relationships between the height h and echo tops and between the convective fraction and365

rain rate we only use information from the MOR, WSM6 and WDM6 ensembles as these366

exhibit rain rates and echo tops that better compare to the radar measurements.367

We again assume the Beres et al. (2004) red frequency spectrum and a cell size of σx =368

σy = 1500 m. To calculate the wind we use the mean profile of all ensembles. These profiles369

and their evolution in time is shown in Figure 14. The resulting half-sine shaped heating370

profile averaged over the time interval 3:10-5:10 UTC is shown in the right panel of Fig. 10371

and the calculated spectrum is displayed in Fig. 12. The total flux computed from the radar372

data is 16.16 mPa and therefore slightly larger than the average over all simulations. This is373

somewhat expected because strong precipitation cells persist for a longer time in the radar374

observations than in the models, as can be seen in the 4:10-5:20 UTC panel of Fig. 4.375

6. Conclusion and discussion376

In comparing five ensembles of WRF simulations we have found that the microphysics377

scheme has a large impact on precipitation rates and storm depth. The simulated strato-378

spheric momentum flux spectra, however, show similar wave amplitudes, wave spectra and379

mean flow forcing profiles among the simulations. These similarities support the fundamen-380

tal idea behind climate model parameterizations: That the large scale storm conditions can381

be used to predict the spectrum of gravity wave momentum flux above the storm irrespective382
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of details in the hydrometeor distributions.383

The input parameters to the Beres parameterization were estimated directly from the384

simulated latent heating rate and also from radar measurements. In both cases the pa-385

rameterization reproduces the general shape of the simulated spectra reasonably well. The386

magnitude of the simulated spectra is highly sensitive to the peak heating rate. An accurate387

estimate of the heating rate within a typical convective cell is crucial and will remain a chal-388

lenge in climate models where the only known quantity is the grid-mean heating profile. On389

the other hand, this remaining challenge supports the current practice of tuning parameter-390

ized amplitudes to obtain a desired circulation in the model. The problem of unresolved local391

heating rates will persist in more sophisticated parameterizations and since computational392

capacity will remain limited in the foreseeable future, it appears questionable that a higher393

level of complexity is desirable. However, some caution is warranted before generalizing the394

conclusions of this study to the global problem of gravity wave effects on the circulation.395

It is necessary to study different storm types and different environmental wind condi-396

tions. In this midlatitude case the mean mesoscale wind profile has an important effect on397

the spectrum shape and this wind profile is nearly identical in all our simulations. It is con-398

ceivable that the gravity wave spectrum may be more sensitive to the microphysics scheme399

in other wind conditions as in the tropics.400

Uncertainties also exist in the relationships between radar measurements and input pa-401

rameters for the Beres parameterization (Fig. 13), as they are based on simulations of a402

single storm case. While the present study demonstrates the potential for using radar ob-403

servations to predict the spectrum of gravity waves above the storm, additional cases need404

to be examined to generalize these results.405
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APPENDIX A411

412

Computation of momentum flux spectra413

The nesting procedure causes boundary waves along the edges of the innermost domain.414

In order to exclude these waves in the spectral analysis we truncate the domain to 550 km415

×550 km by cutting off areas that lie within 10 km of the northern and eastern boundaries416

and 40 km of the western and southern boundaries. Using 10-minute model output between417

3:10 and 8:00 UTC we compute ũ′(k, l, f), ṽ′(k, l, f) and w̃′(k, l, f) using a fast Fourier418

transformation (FFT). Here, ũ′, ṽ′ and w̃′ denote the Fourier transforms of the perturbation419

zonal, meridional and vertical velocity components (u′, v′, w′), respectively. The horizontal420

wave numbers and wave frequency are denoted by k, l and f .421

Perturbations of zonal and meridional wind were computed by subtraction of a large422

scale background field: For the zonal and meridional velocity, linear trends are computed423

along the zonal direction, the meridional direction and in time. Horizontal trends are then424

smoothed in two dimensions with a smoothing scale of 150 km. We verified that this design425

leads to very periodic perturbations and smooth background fields.426

Finally, the cospectra of u′ and w′ and v′ and w′ are obtained as427

[cospu′w′(k, l, f), cospv′w′(k, l, f)] =
1

dk

1

dl

1

df
× [ũ′(k, l, f), ṽ′(k, l, f)] w̃′∗(k, l, f) . (A1)

The quantities ρ(z)
∑

k,l,f [cospu′w′, cospv′w′] dkdldf = ρ(z)
[

u′w′, v′w′

]

, are the domain- and428

time-mean vertical flux of horizontal and meridional momentum in kgm−1s−2 = Pa. To429

obtain this quantity as a function of propagation direction and phase speed we re-bin430

cospu′w′(k, l, f) and cospv′w′(k, l, f) accordingly.431
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APPENDIX B432

433

Computation of boundary flux434

An expression for the boundary flux, i. e. the flux due to waves that propagate horizon-435

tally out of the domain can be derived from the principle of wave action conservation. An436

analogous calculation has been performed for a two-dimensional framework with only one437

horizontal dimension in Alexander and Holton (1997). Here, we extend the formalism to438

three dimensions. The derivation will be performed for a single propagation direction but is439

generalized easily by summing over all propagation angles.440

For a slowly varying basic state and for steady (time-averaged) waves the wave activity441

A =
√
k2 + l2E/ω̂ is conserved:442

∂

∂x
〈cgxA〉+

∂

∂y
〈cgyA〉+

∂

∂z
〈cgzA〉 = 0 (B1)

The angle brackets denote a time average, ω̂ is the intrinsic frequency and ~cg is the group443

velocity. The total energy E is given by the sum of the kinetic and the potential energy KE444

and PE, respectively. Expressing the perturbation velocity as (u′, v′, w′) = (û, v̂, ŵ)exp[i(kx+445

ly +mz − ωt)] and using the polarization relations446

û =
−k

k2 + l2
mŵ; v̂ =

−l

k2 + l2
mŵ (B2)

the kinetic energy reads447

KE =
1

2
ρ0

(

u′2 + v′2 + w′2
)

=
1

4
ρ0
k2 + l2 +m2

k2 + l2
ŵ2 . (B3)

The bars denote the average over one wave cycle, which effectively introduces a factor of448

1/2. If ζ denotes the vertical displacement of an air parcel, dζ/dt = w′ and ζ2 = 1
2
ŵ2/ω2.449

The potential energy is then given by450

PE =
1

2
ρ0N

2ζ2 =
1

4
ρ0

N2

ω2
ŵ2 =

1

4
ρ0

k2 + l2 +m2

k2 + l2
ŵ2 = KE =

1

2
E , (B4)
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where we used the dispersion relation for high-frequency gravity waves451

ω̂2 =
N2(k2 + l2)

k2 + l2 +m2
. (B5)

From this we obtain the group velocities as452

cgx =
∂ω̂

∂k
=

km2N

(k2 + l2 +m2)
3

2 (k2 + l2)
1

2

, (B6)

cgy =
∂ω̂

∂l
=

lm2N

(k2 + l2 +m2)
3

2 (k2 + l2)
1

2

, (B7)

cgz =
∂ω̂

∂m
= − Nm(k2 + l2)

1

2

(k2 + l2 +m2)
3

2

. (B8)

After substituting w′ using Eq. B2 the zonal and meridional momentum flux reads453

ρ0u′w′ = −1

2
ρ0

k2 + l2

mk
û2 , ρ0v′w′ = −1

2
ρ0

k2 + l2

ml
v̂2 . (B9)

These quantities can be related to cgzA, which using Eq. B8, B4 and B5 can be written as454

cgzA = −1

2
ρ0

m

(k2 + l2)
1

2

ŵ2 . (B10)

By means of Eq. B2 this can be expressed as a function of u′ and v′:455

cgzA =
(k2 + l2)

1

2

k
ρ0u′w′ =

(k2 + l2)
1

2

l
ρ0v′w′ (B11)

The components of the zonal and meridional force now become456

− ∂

∂z

〈

ρ0u′w′

〉

= − k

(k2 + l2)
1

2

∂

∂z
〈cgzA〉 = − cosφ

[

− ∂

∂x
〈cgxA〉 −

∂

∂y
〈cgyA〉

]

, (B12)

− ∂

∂z

〈

ρ0v′w′

〉

= − l

(k2 + l2)
1

2

∂

∂z
〈cgzA〉 = − sinφ

[

− ∂

∂x
〈cgxA〉 −

∂

∂y
〈cgyA〉

]

, (B13)

where φ denotes the horizontal propagation direction. Furthermore,457

cgxA =
1

2
ρ0

1

cosφ
û2 =

1

2
ρ0

1

tanφ sinφ
v̂2 , (B14)

cgyA =
1

2
ρ0

tanφ

cos φ
û2 =

1

2
ρ0

1

sinφ
v̂2 , (B15)
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such that we obtain for the force components458

− ∂

∂z

〈

ρ0u′w′

〉

= − cosφ

[

− ∂

∂x

(

1

2
ρ0

1

cosφ

〈

û2
〉

)

− ∂

∂y

(

1

2
ρ0

tanφ

cosφ

〈

û2
〉

)]

=
1

2
ρ0

[

∂

∂x

〈

û2
〉

+
∂

∂y

(

tanφ
〈

û2
〉)

]

,

(B16)

− ∂

∂z

〈

ρ0v′w′

〉

= − sinφ

[

− ∂

∂x

(

1

2
ρ0

1

tanφ sinφ

〈

v̂2
〉

)

− ∂

∂y

(

1

2
ρ0

1

sin φ

〈

v̂2
〉

)]

=
1

2
ρ0

[

∂

∂x

(

1

tanφ

〈

v̂2
〉

)

+
∂

∂y

〈

v̂2
〉

]

.

(B17)

Upon integration over dx and dy and using Stokes’s theorem we obtain the final formulas,459

where we sum over all propagation angles.460

− 1

ρ0

∂

∂z

〈

ρ0u′w′

〉

=
∆s

LxLy

1

2

∑

φ
[

∑

y

[〈

û2
x=Lx

〉

−
〈

û2
x=0

〉]

+
∑

x

[

tanφ
〈

û2
y=Ly

〉

− tanφ
〈

û2
y=0

〉

]

]

,

(B18)

461

− 1

ρ0

∂

∂z

〈

ρ0v′w′

〉

=
∆s

LxLy

1

2

∑

φ

[

∑

y

[

〈

v̂2x=Lx

〉

tanφ
− 〈v̂2x=0〉

tanφ

]

+
∑

x

[〈

v̂2y=Ly

〉

−
〈

v̂2y=0

〉

]

]

.

(B19)

Here, Ly = Lx = 600 km denote the size of the domain, ∆s = 10 km is the horizontal462

resolution, φ the propagation direction with φ = 0 being eastward propagation and φ =463

90 being northward propagation. The perturbation zonal (meridional) velocities along the464

eastern and western boundaries are ûx=Lx
and ûx=0 (v̂x=Lx

and v̂x=0), respectively. Analogous465

notation is used for the southern (y = 0) and northern (y = Ly) boundaries.466

To compute the terms in Eq. B18 and B19 that include the propagation direction we need467

to know how the total amplitude of û and v̂ decomposes with different angles. To obtain this468

information a spectral analysis of u′ and v′ in time is performed for each boundary point.469

Here, we use the same velocity field that goes into the three-dimensional spectral analysis,470

i. e. the background has been subtracted. From ũ(f) and ṽ(f) we know the amplitudes of471

u′ and v′ as well as the value of the propagation angle modulo 90◦. The sign of the flux472

that leaves the domain at this point on the boundary is then determined by the sign of the473

co-spectrum of u′ and v′ at the given frequency.474
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List of Tables589

1 Physics parameterizations: Planetary boundary layer (PBL), Cumulus (CU)590

and Microphysics (MP). 28591

2 Microphysics schemes and their predicted moments. The subscripts on the592

mass mixing ratios Q and the number concentrations N stand for cloud water,593

rain, snow, ice, graupel and hail. CCN stands for cloud condensation nuclei.594

The Morrison scheme (MOR) incorporates a switch allowing the user to either595

run it with graupel or hail. We choose the hail option as is recommended for596

continental convection. 29597
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Table 1. Physics parameterizations: Planetary boundary layer (PBL), Cumulus (CU) and
Microphysics (MP).

15 km 3 km and 1 km
Run CU PBL MP PBL

MOR I KF YSU MOR YSU
MOR II BMJ MYJ MOR MYJ
MOR III G3 YSU MOR YSU
WSM6 I KF YSU WSM6 YSU
WSM6 II BMJ MYJ WSM6 MYJ
WSM6 III G3 MYJ WSM6 MYJ
WDM6 I KF YSU WDM6 YSU
WDM6 II BMJ MYJ WDM6 MYJ
WDM6 III G3 YSU WDM6 YSU

MY I KF YSU MY YSU
MY III G3 YSU MY YSU
TOM I KF YSU TOM YSU
TOM II BMJ MYJ TOM MYJ
TOM III G3 MYJ TOM MYJ
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Table 2. Microphysics schemes and their predicted moments. The subscripts on the mass
mixing ratios Q and the number concentrations N stand for cloud water, rain, snow, ice,
graupel and hail. CCN stands for cloud condensation nuclei. The Morrison scheme (MOR)
incorporates a switch allowing the user to either run it with graupel or hail. We choose the
hail option as is recommended for continental convection.

MP scheme Predicted mass mixing ratios Predicted number concentrations
Milbrandt-Yau (MY) Qc, Qr, Qs, Qi, Qg, Qh Nc, Nr, Ns, Ni, Ng, Nh

Morrison (MOR) Qc, Qr, Qs, Qi, Qg/h Nr, Ns, Ni, Ng/h

New Thompson (TOM) Qc, Qr, Qs, Qi, Qg Nr, Ni

WSM6 Qc, Qr, Qs, Qi, Qg

WDM6 Qc, Qr, Qs, Qi, Qg Nc, Nr, CCN number
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List of Figures598

1 Observed gravity waves in the stratosphere. The shading shows satellite599

brightness temperature anomalies, computed from AIRS 4.2 micron radiances600

as described in Hoffmann and Alexander (2010). These are descending orbit601

swaths with an equatorial crossing time of 1:30 am local time on 5 June 2005.602

Anomalies range ±2.1 K. The contour shows the North American coastline. 34603

2 Map showing the location of the three nests. Labels indicate the respective604

horizontal grid resolution. 35605

3 Radar stations used to make the composite of echo top and precipitation fields.606

The four-letter identification code indicates the location and the circles the 230607

km radius of individual stations. The 1 km×1 km WRF domain is depicted608

in blue. 36609

4 The top two rows show the maximum echo top height reached during the610

hour and the bottom two rows the 60-minute accumulated precipitation.611

Each panel represents the area of the innermost model domain spanning 600612

km×600 km. Rows are labeled with the hour in UTC. The left column con-613

tains radar measurements and the other columns display simulated values614

from selected model runs. All plots are based on a horizontal resolution of 8615

km which roughly corresponds to the model effective resolution. 37616

5 Column integrated ice, snow and rain over the inner domain at 3:10 UTC.617

Each row represents a different simulation. All plots are based on a horizontal618

resolution of 8 km. 38619
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6 Distribution of precipitation (top part of the figure) and echo top and cloud620

top height (bottom part of the figure) from the five ensembles and radar data.621

All data is based on 10-minute time intervals ranging from 3:10 to 5:10 UTC622

and a horizontal resolution of 8 km. Solid histograms denote the ensemble623

mean and shading denotes the range of values within an ensemble. In the624

precipitation plots the radar histogram is overlaid in red. 39625

7 Zonal (yellow) and meridional (blue) vertical wind profiles averaged over the626

inner domain and the time interval 3:10-8:00 UTC. A separate line is drawn627

for each of the 14 simulations. 40628

8 Ensemble-mean momentum flux spectra at 95 hPa as a function of phase629

speed (radial coordinate) and propagation angle for the five ensembles. Phase630

speed values range from 0 to 39 m/s. The angular resolution is 10◦ and the631

phase speed resolution is 2 m/s. Northward is at the top and eastward right632

in each plot. The rightmost spectrum shows the average over all ensembles.633

The black numbers denote the total flux integrated over all phase speeds and634

propagation angles. The red numbers denote the maximum and minimum635

integrated flux value of each ensemble. 41636

9 Zonal (top row) and meridional (bottom row) ensemble-mean forcing with637

boundary flux corrections. All lines represent 5-hour inner-domain averages.638

The forcing as calculated from the vertical momentum flux profiles is shown in639

blue. The green curve indicates the boundary flux contribution due to waves640

that leave the domain and the red curve shows the net force. For better641

comparison the net force curves of all ensembles are overlaid in the rightmost642

diagram. Three-point triangular smoothing has been applied. 42643
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10 Ensemble-mean vertical heating rate profiles averaged over all convective pix-644

els and the time interval 3:10-5:10 UTC. We define a grid point as convective645

when the 10-min heating exceeds .004 K/s anywhere in the column. The646

convection fraction (CF) shown in the diagram is defined as the fraction of647

the domain that exceeds this threshold. All graphs are based on a horizontal648

resolution of 1 km. The radar profile is calculated using estimated values for649

the maximum heating amplitude and the heating height h as explained in650

section 5. The radar profile has the half-sine shape that is assumed in the651

Beres parameterization. 43652

11 Map of heating rates exceeding the convective threshold of .004 K/s. Shown653

is the 550 km×550 km large area of the innermost domain (see Appendix A).654

Colors display the maximum heating in the column over each 1 km×1 km655

grid cell. 44656

12 Momentum flux spectra as a function of phase speed in m/s (radial coordinate)657

and propagation angle produced by the Beres parameterization. The left658

diagram results from using information about the simulated heating fields as659

input to the parameterization and displays the spectrum averaged over all660

simulations. Integrated flux values range from 7.14 mPa to 30.77 mPa among661

the simulations. The right diagram results from applying the parameterization662

to radar measurements. The angular resolution is 10◦ and the resolution in663

phase speed is 1 m/s. 45664
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13 Scatter plots showing 10 minute data from all or selected simulations (see665

text). Panel a shows the relationship between domain mean precipitation666

(Pdm) and the maximum of the convective vertical heating profile multiplied667

by the convective fraction (Qmax×CF ≡ Qdm). Panel b shows the relationship668

between the heating depth (h) and the average over the 0.1% of the highest669

echo tops (Etop). Panel c shows the relationship between convective fraction670

(CF) and fraction of raining pixels (FR) with precipitation rates greater than671

0.17 mm/10 minute. The straight lines are linear fits. The rain threshold672

of 0.17 mm/10 minutes in panel c (based on a resolution of 8 km ×8 km) is673

chosen to obtain a slope of one for the linear fit. The linear fits are used to674

obtain parameterization input parameters (h, CF, and Qdm) from 8 km× 8675

km radar precipitation and echo top fields. More information on the definition676

of CF, h and Qmax can be found in the text. 46677

14 Domain-mean zonal and meridional wind profiles at 10 min intervals averaged678

over all simulations. These are used to calculate the winds in and above679

the heating region as input to the Beres parameterization for the “Radar”680

spectrum in Fig. 12. 47681
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Fig. 1. Observed gravity waves in the stratosphere. The shading shows satellite brightness
temperature anomalies, computed from AIRS 4.2 micron radiances as described in Hoffmann
and Alexander (2010). These are descending orbit swaths with an equatorial crossing time
of 1:30 am local time on 5 June 2005. Anomalies range ±2.1 K. The contour shows the
North American coastline.
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Fig. 2. Map showing the location of the three nests. Labels indicate the respective horizontal
grid resolution.
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Fig. 3. Radar stations used to make the composite of echo top and precipitation fields.
The four-letter identification code indicates the location and the circles the 230 km radius
of individual stations. The 1 km×1 km WRF domain is depicted in blue.

36



       

 

 

 

 

 

       

 

 

 

 

 

  3:10
 -4:10

Radar

       

 

 

 

 

 

       

 

 

 

 

 

  4:10
 -5:10

       

 

 

 

 

 

       

 

 

 

 

 

  3:10
 -4:10

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

  4:10
 -5:10

       

 

 

 

 

 

       

 

 

 

 

 

MOR1

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

WSM61

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

WDM61

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

TOM1

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

MY1

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

       

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

0 1 2 3 4 5 

 

 

 

 

 

Echo tops

 km 
 2-4
 4-6
 6-8
 8-10 
 10-12
 12-14
 >14

Precipitation

 mm 
 0.1-5
 5-10
 10-15
 15-20 
 20-25
 >25

Echo top height and precipitation

Fig. 4. The top two rows show the maximum echo top height reached during the hour and
the bottom two rows the 60-minute accumulated precipitation. Each panel represents the
area of the innermost model domain spanning 600 km×600 km. Rows are labeled with the
hour in UTC. The left column contains radar measurements and the other columns display
simulated values from selected model runs. All plots are based on a horizontal resolution of
8 km which roughly corresponds to the model effective resolution.
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Fig. 5. Column integrated ice, snow and rain over the inner domain at 3:10 UTC. Each
row represents a different simulation. All plots are based on a horizontal resolution of 8 km.
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Fig. 6. Distribution of precipitation (top part of the figure) and echo top and cloud top
height (bottom part of the figure) from the five ensembles and radar data. All data is based
on 10-minute time intervals ranging from 3:10 to 5:10 UTC and a horizontal resolution of
8 km. Solid histograms denote the ensemble mean and shading denotes the range of values
within an ensemble. In the precipitation plots the radar histogram is overlaid in red.
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Horizontally averaged wind profiles
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Fig. 7. Zonal (yellow) and meridional (blue) vertical wind profiles averaged over the inner
domain and the time interval 3:10-8:00 UTC. A separate line is drawn for each of the 14
simulations.
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Fig. 8. Ensemble-mean momentum flux spectra at 95 hPa as a function of phase speed
(radial coordinate) and propagation angle for the five ensembles. Phase speed values range
from 0 to 39 m/s. The angular resolution is 10◦ and the phase speed resolution is 2 m/s.
Northward is at the top and eastward right in each plot. The rightmost spectrum shows
the average over all ensembles. The black numbers denote the total flux integrated over all
phase speeds and propagation angles. The red numbers denote the maximum and minimum
integrated flux value of each ensemble.
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Fig. 9. Zonal (top row) and meridional (bottom row) ensemble-mean forcing with boundary
flux corrections. All lines represent 5-hour inner-domain averages. The forcing as calculated
from the vertical momentum flux profiles is shown in blue. The green curve indicates the
boundary flux contribution due to waves that leave the domain and the red curve shows the
net force. For better comparison the net force curves of all ensembles are overlaid in the
rightmost diagram. Three-point triangular smoothing has been applied.
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Fig. 10. Ensemble-mean vertical heating rate profiles averaged over all convective pixels
and the time interval 3:10-5:10 UTC. We define a grid point as convective when the 10-min
heating exceeds .004 K/s anywhere in the column. The convection fraction (CF) shown in
the diagram is defined as the fraction of the domain that exceeds this threshold. All graphs
are based on a horizontal resolution of 1 km. The radar profile is calculated using estimated
values for the maximum heating amplitude and the heating height h as explained in section
5. The radar profile has the half-sine shape that is assumed in the Beres parameterization.
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Heating distribution for MOR1 at 3:10 UTC
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Fig. 11. Map of heating rates exceeding the convective threshold of .004 K/s. Shown is the
550 km×550 km large area of the innermost domain (see Appendix A). Colors display the
maximum heating in the column over each 1 km×1 km grid cell.
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Fig. 12. Momentum flux spectra as a function of phase speed in m/s (radial coordinate)
and propagation angle produced by the Beres parameterization. The left diagram results
from using information about the simulated heating fields as input to the parameterization
and displays the spectrum averaged over all simulations. Integrated flux values range from
7.14 mPa to 30.77 mPa among the simulations. The right diagram results from applying the
parameterization to radar measurements. The angular resolution is 10◦ and the resolution
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Fig. 13. Scatter plots showing 10 minute data from all or selected simulations (see text).
Panel a shows the relationship between domain mean precipitation (Pdm) and the maximum
of the convective vertical heating profile multiplied by the convective fraction (Qmax×CF ≡
Qdm). Panel b shows the relationship between the heating depth (h) and the average over
the 0.1% of the highest echo tops (Etop). Panel c shows the relationship between convective
fraction (CF) and fraction of raining pixels (FR) with precipitation rates greater than 0.17
mm/10 minute. The straight lines are linear fits. The rain threshold of 0.17 mm/10 minutes
in panel c (based on a resolution of 8 km ×8 km) is chosen to obtain a slope of one for the
linear fit. The linear fits are used to obtain parameterization input parameters (h, CF, and
Qdm) from 8 km× 8 km radar precipitation and echo top fields. More information on the
definition of CF, h and Qmax can be found in the text.
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Fig. 14. Domain-mean zonal and meridional wind profiles at 10 min intervals averaged over
all simulations. These are used to calculate the winds in and above the heating region as
input to the Beres parameterization for the “Radar” spectrum in Fig. 12.
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