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Abstract 

Observations of the diurnal tide from instruments aboard the Thermosphere, Ionosphere, 

Mesosphere, Energetics and Dynamics (TIMED) explorer and from the Upper 

Atmosphere Research Satellite (UARS) show that the vertical wavelength of the tide is 

significantly shorter than what is predicted by tidal theory.  The observed vertical 

structure of the tide can be reproduced in a mechanistic model by including gravity wave 

interaction.  The model tide amplitude and phase are sensitive to the amplitude and phase 

of the diurnal component of momentum forcing that arises from gravity wave breaking. 

The phase of the momentum forcing relative to the tide determines whether the tide 

amplitude is increased or diminished by gravity wave forcing, while the amplitude of the 

momentum forcing determines how rapidly the tide phase will change with height. The 

momentum forcing profile is shaped by the structure of the gravity wave source 

spectrum.  By comparing both the model tide amplitude and phase profiles to 

observations, we can provide constraints on both the gravity wave source spectrum that 

should be used in a gravity wave parameterization scheme and on the eddy diffusion that 

acts on the tide.  We examine differences between the effects that two gravity wave 

schemes have on the tide. The role that gravity waves may play in producing tide 

variability is discussed in light of the results presented here. 
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1. Introduction 

It has long been known that the diurnal tide modulates gravity wave (GW) fluxes in the 

mesosphere (Fritts and Vincent, 1987; Wang and Fritts, 1991; Isler and Fritts, 1999), but 

there is still some debate as to how much this flux modulation affects the tide itself.  It is 

fairly well accepted that GW breaking influences tide structure by effectively creating 

mean background eddy diffusion, even though the strength and vertical profile of this 

diffusion is not yet agreed upon (e.g. McLandress 2002a; Akmaev 2001).   Localized GW 

effects on the tide may also arise from tidal modulation of the wave breaking and heat 

fluxes, causing temperature inversions (Liu and Hagan, 1998).  The tidal modulation of 

the GW momentum fluxes will produce a gravity wave induced momentum forcing of the 

tide that is still not well understood, and will be the focus of this paper. 

 Several mechanistic and general circulation model (GCM) studies have been 

performed that examine the effect of gravity waves on the diurnal tide.  These studies 

have used a variety of GW parameterizations in order to simulate the gravity wave 

forcing, since the gravity waves act on a scale much smaller than the grid size of the 

models.  Unfortunately, conflicting conclusions arise from these studies because of 

differences in the GW source setting or because of inherent differences between the 

underlying assumptions on which the schemes are based.  For example, McLandress 

(1998) noted that mechanistic model experiments employing the Lindzen GW 

parameterization reduced tidal amplitude while those employing the Hines 

parameterization enhance tidal amplitude.  This inability to accurately quantify both the 

momentum and diffusive forcing of gravity waves has added to the debate on whether or 

not gravity waves are responsible for the observed seasonal variability of the diurnal tide 

(McLandress 2002a,b and refs.)  In all of these studies, the GW parameterization was 

tuned to produce a realistic model mean flow, and then it was assumed that this tuning 

would produce a realistic simulation of the interaction between the model GW and tide. 

 Recently there have been many studies that examine how to bring a mechanistic 

tide model to agree with the observations made by instruments aboard the Upper 

Atmosphere Research Satellite (UARS) (e.g. Khattatov et al., 1997; Yudin et al., 1997, 

Akmaev et al., 1997; Hagan et al., 1999).  In all of these studies, the vertical amplitude 
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profile of the model tide is made to align with the observed amplitude by adjusting 

dissipation parameters, but the tidal phase in the model was not examined in detail.  

However, in our recent attempts to match tidal model simulations to observations of the 

global tidal wind and temperature fields as seen by UARS and the Thermosphere 

Ionosphere Mesosphere Energetics and Dynamics (TIMED) instruments, we have found 

that a close examination of the model phase is crucial for quantifying the effect of GW 

interaction with the tide.  These observations show quite clearly that the vertical 

wavelength of the tide is much shorter than can realistically be simulated in a model that 

does not account for GW momentum forcing of the tide. The discrepancy between a tide 

model (to be described below) and observations from UARS and TIMED is illustrated in 

Figure 1.  The top two panels of this figure show UARS High Resolution Doppler Imager 

(HRDI) meridional winds on the left and TIMED Doppler Imager (TIDI) meridional 

winds on the right.  The winds were binned at 9 hours local time for the month of March 

(1993 for HRDI and 2004 for TIDI).  The bottom two panels show model simulations 

with and without GW forcing for comparison. 

 Many modelers have noted that GW momentum forcing advances the phase of the 

tide.  As the phase advance increases in a region where the GW force is strong we see a 

shortening of the local vertical wavelength of the tide.  One explanation for why GW 

forcing affects the tide wavelength is provided by Ortland (2005a,b).  No other known 

influences on the tide can account for a shortened wavelength.  Tide forcing due to GW 

diffusion affects the tide amplitude profile and typically acts to increase tide wavelength.  

The wavelength can also be modulated somewhat by the background zonal mean 

temperature structure, since it is inversely proportional to the buoyancy frequency. 

However, the buoyancy frequency decreases in the mesosphere and therefore also acts to 

increase tide wavelength.   

 We must conclude that GW momentum forcing plays an important role in shaping 

global tide structure.  In order to accurately include GW effects in a tidal model, it is 

clear that the GW parameterizations must be further tuned to ensure that they not only 

produce the observed mean wind and temperature structure, which constrains the source 

structure of GWs propagating in the zonal direction, but that they also produce the 

observed effects on tidal structure.  The tidal observations thus place important new 
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constraints on the GW source spectra that are used in a GW parameterization scheme.  

The purpose of this paper is to provide a systematic examination of how the GW 

momentum forcing profile depends on the source spectrum and then how this forcing 

profile shapes the vertical structure of the diurnal tide. 

 There are details in the observed tidal structure that provide insight into the 

magnitude of the GW interaction with the tide.  First, the wavelength shortening is 

observed to occur in a restricted altitude range between 70 and 100 km. This implies that 

significant GW breaking must occur in this altitude range, and some inferences can then 

be made regarding the magnitude of the GW momentum force that is responsible.  

Second, it was shown by Ortland (2005b) that globally uniform GW forcing should cause 

the horizontal scale of the tide to decrease.  The horizontal scale of the tide seen by 

TIMED is shorter than it is for the classical Hough modes, giving another indication that 

GWs affect the tide.  Finally, the phase structure of the diurnal tide is directly related to 

the amplitude of the diurnal component of the GW momentum force.  The amplitude 

profile of the diurnal tide is related to the dissipation mechanisms that act on the tide.  It 

will be shown that whether the GW momentum force amplifies or diminishes tide 

amplitude will depend on the relative phase between the tide and the diurnal component 

of the GW force.  The phase relationship between tide and GW force will depend on the 

GW source structure as well as the GW saturation mechanism built into a particular 

parameterization.  Tide dissipation also results from molecular and eddy diffusion.  There 

is a degree of ambiguity between how much of this dissipation comes from the GW 

momentum force and how much comes from eddy diffusion due to breaking GWs.  

However, once a GW source spectrum shape to be used in a particular parameterization is 

chosen, the appropriate magnitude of eddy diffusion can be determined by the tide 

amplitude profile. 

 Each of these aspects of the interaction of the tide and gravity waves will be 

explored in the sections that follow.  The focus will be on how the observed tidal 

structure supplies constraints on the structure of the GW source used in the Alexander 

and Dunkerton (1999) gravity wave parameterization (ADGWP).  In Section 2 we 

describe the tide model used in this study.   Section 3 reviews the formulation of the 

ADGWP and presents some basic principles relating the GW source spectrum to the 
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structure of the GW momentum forcing profile.  The modulation of the GW force by the 

tidal winds has a diurnal component that acts as a tidal force that alters the tide structure.  

We show in Section 4 how the GW forcing of the tide can be understood in terms of the 

diurnal amplitude of the GW force and the phase shift between the diurnal forcing and 

the tidal oscillation.  The tide model is compared to TIMED and UARS measurements in 

Section 5.  Section 6 shows how the model tide responds to changes in the GW source 

spectrum.  Perhaps the only way to quantify how much GWs contribute to tidal 

variability is through model experiments.  In order to have confidence in the results of 

such experiments, one must be certain that a GW parameterization is tuned to produce 

both realistic mean flow and tide structures in the model.  This problem is discussed in 

Section 7.  We present our conclusions in a final section. 

2. Tide model 

Tidal simulations are computed with a time dependent linear primitive equation model.  

Our model is a linearized version of the spectral non-linear primitive equation model 

developed by Saravanan (Saravanan and McWilliams 1995).  It uses a semi-implicit 

time-stepping scheme to compute the evolution of the zonal wave 1 component of 

vorticity, divergence and temperature.  All dynamic fields are represented on a horizontal 

grid in terms of a spherical harmonic expansion truncated at 40 terms for zonal 

wavenumber 1 only and on 69 pressure levels that are spaced roughly at intervals of 2.5 

km from the surface to 170 km.   

 The tide is forced in the model by heating that varies sinusoidally with local time, 

and which is confined to a narrow layer in the troposphere prescribed by , 

with the vertical structure given by  (where 

 is log-p altitude for p the pressure in mb and H=7 km is the scale 

height), horizontal structure given by the classical  Hough mode structure for the 

migrating tide as a function of latitude φ  normalized so that , and with 

amplitude .  This heating rate produces a tide with amplitude equal to the 

response of the Hough mode component of heating obtained by decomposing the heating 

(1,1)( ) ( )AH V zφ

2( ) exp( ( 10) /25)V z z= − −

log( /1000)z H p= −

(1,1)( )H φ

(1,1)(0) 1H =

-10.8KdA=
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rates derived from the NASA Water Vapor Project (NVAP) data by Lieberman et al., 

(2003).   

 The March mean zonal winds from the UARS Reference Atmosphere Project 

(URAP) (Swinbank and Ortland, 2003) are used for the background winds in the model.  

Wind values are tapered to zero above the top altitude of the climatology (115 km), and 

do not effect the tide structure for the altitude range examined in this study.    The 

background temperatures are obtained from the background winds by using the thermal 

wind relation and the condition that the horizontal average temperature at a given 

pressure level equals the horizontal average of the climatology derived by Fleming et al., 

(1990) which has been linearly extrapolated to the model top. 

 The model tide is damped using both Newtonian cooling and diffusion. The 

diffusion acts on both the wind and temperature fields.  The Newtonian cooling rate 

profile in K/day, taken from McLandress (2002b), is given by  

 . (1) 2 2( ) 0.05 0.3024 exp(-(( - 60)/25) ) 0.864 exp(-(( - 105)/15) )z z zα = + +

The diffusive damping used in the model is split between vertical profiles of molecular 

and eddy diffusion.  We use the molecular diffusion values in units of m2/s taken from 

Banks and Kocharts (1973): 

  (2) -7 .69( ) 3.5 10 ( ) / ( )molK z T z zρ= ×

where T(z)  is a global average temperature profile and  is the atmospheric density 

profile in units of kg/m

( )zρ

3.  The eddy diffusion is parameterized independently of the GW 

parameterization and modeled by a profile given by the simple form 

 max
eddy

801 tanh
2 1

K zK
⎛ ⎞⎛ − ⎞⎟⎜ ⎜= + ⎟⎟⎜ ⎜ ⎟⎜ ⎟⎜ ⎝⎝ ⎠

.
0

⎟
⎠  (3) 

We will examine the sensitivity of the tide vertical structure to values of . maxK

 GW force is parameterized using the scheme of Alexander and Dunkerton (1999).  

It is possible to specify an arbitrary spectrum for the source of GW packets we assume 

the stress u wρ ′ ′  at the source level has a Gaussian spectrum given by: 
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2

0( ) exp
w

cB c B
c

⎛ ⎞⎛ ⎞ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= −⎜ ⎟⎜ ⎟ ⎟⎜ ⎟⎜⎜ ⎟⎝ ⎠⎜⎝ ⎠
 (4) 

where c is the horizontal phase speed for GW propagating in a given azimuth direction, 

 is the magnitude of the stress at  and  gives the 1/e-width of the spectrum.  

Each packet is assumed to occur in bins of width  m/s and is present with an 

intermittency value given by ε.  Although it is possible to specify a spectrum that depends 

on both horizontal phase speed and horizontal wavelength, we specify a representative 

‘effective’ horizontal wavelength of 1000 km. 

0B 0c = wc

1c =

 The waves are launched in four azimuth directions at the Gaussian latitude grid 

points and at an altitude of 10 km.  The source spectra are independent of latitude and 

azimuth.  As will be seen below, the intermittency amounts to a scale factor for the GW 

force profile.  The GW source is also launched at 8 equally spaced points around a 

latitude circle.  The zonal wavenumber 1 component of the global GW forcing is then 

computed and applied to the momentum equations for the tide. 

 Figure 1 shows plots of HRDI and TIDI in the top two panels compared to tide 

model calculations in the bottom panels.  The satellite data was collected over a period 

covering the month of March for two different years for which these instruments were in 

operation.  On any given day the satellite can view at most four different local times on a 

latitude circle if it views on both sides of the orbit.  From day-to-day the local time 

sample point slowly varies as the orbit precesses.  The plots shown here were obtained by 

binning the meridional wind observations in a local time bin of width one hour centered 

at 9h.  The wind pattern shows the diurnal tide structure quite clearly, but one must keep 

in mind that the semi-diurnal tide is also present and superimposed on the dominant 

diurnal tide winds.  Both TIDI and HRDI show similar structure in the tide phase, 

although the TIDI measurements appear to show smaller vertical wavelength and a 

narrower horizontal structure.  This will be discussed further below.   

 The model simulations shown in Fig. 1 were obtained using the model 

configuration as already described.  The value of  was used for the eddy 

diffusion profile in both.  The second simulation is the same as the first except that the 

2
max 50m /sK =
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ADGWP was turned on.  The value of the parameter settings and how they were 

determined is discussed below.  The main point here is to note that the vertical 

wavelength of the model run without GWs, while consistent with other tide models (e.g. 

Hagan et al., 1995; McLandress, 2002b), is not consistent with observations.  

Adjustments of damping parameters or mean flow structures cannot fix this discrepancy, 

and the only mechanism that is able to account for it is the inclusion of GW momentum 

forcing on the tide. 

3. Dynamics of GW forcing 

The ADGWP is based on the assumption that GW packets in the source spectrum 

propagate conservatively until they become convectively unstable.  At this point the 

waves break and deposit all of their momentum to the mean flow at the breaking level.  

The criterion for wave breaking is the same one derived by Lindzen (1981), where a 

wave packet with phase speed c, horizontal wavenumber , and wave stress  at the 

source level  breaks at altitude z if  , for 

hk ( )B c

0z ( ) ( , )breakB c B c z=

 3h( )( , ) ( ( ))
2 ( )break

z kB c z c u z
N z
ρ= − , (5) 

where ρ(z) is the density, N(z) is the buoyancy frequency, and u(z) is the background 

velocity component in the direction of wave propagation.  

 The breaking criterion defines , the breaking level of the wave with phase 

speed c. Generally the breaking level is a discontinuous function of phase speed, since 

not every altitude will be the breaking level for some GW.  We may take the inverse 

function of the breaking level to define a cutoff phase speed function , which is the 

phase speed of the wave that breaks at altitude z.  The cutoff  defined in this way 

may be either multivalued or undefined, but we can use it to define a single valued 

function, also denoted , by setting it equal to the maximum value of all values of 

 that occur for z .  The latter condition reflects the assumption that once a wave 

breaks it is completely removed from the spectrum at higher levels. 

( )z c

( )c z

( )c z

( )c z

( )c z ′ z′ ≤
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 The momentum forcing supplied by the AD scheme may be mathematically 

expressed as follows.  At each level z, the wave stress remaining in the source spectrum 

resides in the range from  to the maximum phase speed  we allow in the 

spectrum.  The acceleration of the background flow due to GW breaking is thus given by: 

( )c z maxc

 
max

( )

( )( ) ( ) ( ( ))
( ) ( )

c

GW
c z

d dcF z B c dc B c z
z dz z dz
ε ε

ρ ρ
= − =∫ z . (6) 

This formula for the forcing is deceptively simple, but one must keep in mind that the 

cutoff phase speed depends implicitly on B through (5).  However, it does help to 

understand how the GW forcing profile depends on the shape of the GW source 

spectrum, as we now try to explain. 

 The horizontal wavenumber  is not another independent parameter in the 

ADGWP.  The saturation criterion does not change for values of  and  for which the 

ratio  is constant. Therefore, if we multiply the values of  and  by a positive 

factor and divide εby this factor, the forcing calculated by (6) will remain invariant.  

hk

hk 0B

0/hk B hk 0B

 Figure 2 shows examples of the breaking level and the GW forcing profile that 

occur for GWs propagating through a tidal wind profile.  In the top two panels we have 

chosen GW source spectra that have the same total stress for waves that break above the 

stratopause, with phase speed extending approximately from  to 

, by changing both the width  and the amplitude  for the 

Gaussian shape.  All these spectra have roughly the same flux for waves with 

, with the spectra having larger flux for  and smaller flux for 

 as  is increased.  In the bottom two panels we keep the shape of the 

spectrum constant with  while changing the amplitude  and the 

intermittency  in a way that keeps the forcing profiles roughly the same magnitude at 70 

km. 

20 m/sc =

max 120 m/sc c= = wc 0B

50 m/sc = 50 m/sc >

50 m/sc < wc

60 m/swc = 0B

ε

 The left hand panels in Fig. 2 show the wind profile, taken from the meridional 

wind field of the tide model at latitude 20°S and the breaking levels, with the x-axis 

giving either wind speed or phase speed for the GWs.  The breaking level of a wave at 

 9 



phase speed c  must stay below the critical level where the wind speed v , but the 

height of the breaking level may otherwise be adjusted over a considerable range by 

changing the source flux of the wave.  The smaller the flux, the closer the wave will 

break to the critical level.  This principle accounts for the shape of the breaking level 

curves as we adjust the shape of the source spectra. 

c=

 The GW forcing profiles, shown in the right panels of Fig. 2, reflect the 

differences in the breaking level profiles.  In the case where  is increased, the breaking 

level for a wave packet with phase speed c is lowered, and the difference between the 

breaking levels of adjacent waves in the spectrum is decreased.  This implies that 

 increases at a fixed level as  increases.  Also, the value of  increases 

with .  It follows from (6) that the forcing profile at a given level will increase as we 

increase .  The rate of increase will go up at higher levels because of the density factor, 

resulting in forcing profiles whose amplitude grows at different rates with altitude.  As a 

general rule, a flatter source spectrum will result in a forcing profile that more strongly 

increases in amplitude with altitude than a source spectrum that is sharply peaked at low 

phase speeds.  For this reason we find broad source spectra, including sources that follow 

a power law, to be difficult to work with. After adjusting the intermittency in order to 

achieve sufficient forcing strength to modify the tide wavelength at 80 km, one will find 

that the forcing is far too strong at higher levels without imposing further artificial 

constraints on the GW forcing profile. 

wc

/ ( )dc dz z wc ( ( ))B c z

wc

wc

 For the cases in the bottom panels of Fig. 2 where the amplitude of the source 

stress is changed while the shape of the source is fixed, the force profile structure shifts in 

altitude relative to the wind profile.  The intermittency was chosen for these cases so that 

 has approximately the same value for values of z  ranging from 80-100 km.  

Thus, the difference in the forcing profiles result from shifts in the profile of  as 

the breaking level is lowered by increasing .   

( ( ))B c zε

/ ( )dc dz z

0B

 So far we have discussed the effects that two independent variations in the 3-

dimensional parameter space  have on the GW forcing profile.  Varying 

parameters  and  in a way that keeps the total source stress constant primarily 

affects the amplitude growth of the forcing.  Varying parameters  and  in a way that 

0( , , )wB c ε

wc 0B

0B ε
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keeps  constant primarily shifts the forcing profile in altitude.  A third 

independent parameter shift in  alone acts simply as a proportionality factor on the GW 

forcing profile.  We expect these general principles to hold for other GW schemes in use 

that allow for changes in the GW source spectrum, although details are likely to differ 

with either the various saturation criteria that are imposed or whether or not it is assumed 

that waves are totally removed from the propagating spectrum when saturation is 

reached. 

( ( ))B c zε

ε

4. Tide modulation of the GW force 

We next examine how the GW forcing is modulated by the tide and begin our discussion 

of how the diurnal component of the GW force will act as a forcing on the tide.  The GW 

tidal forcing is computed by calculating the GW forcing profiles for the background 

winds over a complete range of local time samples and then taking the diurnal harmonic 

of the resulting times series.  The diurnal component of the tide wind field in an azimuth 

direction may be expressed as  

  (7) ( , ) ( )cos( ( ))vv t z V z t zφ= −

where V  is the amplitude and  is the phase, or local time of maximum amplitude, at 

altitude z .  We may then express the diurnal force as 

vφ

 
( , ) ( )cos( ( )) ( )sin( ( ))

cos( ( ) ( ))
GW c v s v

v

F t z F z t z F z t z

F t z z

φ φ

φ φ

= − − −

= − +Δ
 (8) 

where 2
cF F F= + 2

s

/

 is the GW force amplitude and the phase shift  is the amount 

that the phase of the GW force leads the phase of the tide. 

φΔ

 Ortland (2005a,b) described the effects of forcing on the tide in terms of a 

complex-valued effective friction coefficient .  It was shown that a 

positive friction coefficient ( , ) decreases tidal amplitude while 

a negative friction coefficient will enhance tide amplitude.  It was also shown that the 

imaginary part of the friction coefficient will increase the local vertical wavenumber 

( )c sF iF Vγ = − +

0cF < 90 270φ<Δ <

( ) /vm z d dzφ=  of the tide when it is negative ( , ).  It is always 0sF < 0 180φ<Δ <

 11 



the case that  for GW forcing computed using the AD scheme.  Thus, 

understanding the phase shift of the GW forcing is important for understanding why 

some GW schemes will increase tidal amplitude and others will decrease it.  

0sF <

 Figure 3 shows the amplitude F  in the left panels and the phase shift  in the 

right panels for the GW forcing obtained from the spectra used in Fig. 2.  The variation of 

the spectra when the parameter  is varied, as illustrated in the top two panels, primarily 

affects the shape of the GW forcing amplitude.  The forcing for broad spectra is sharply 

peaked at high altitude while narrow spectra can spread significant GW forcing over a 

broader altitude range.  Typically, power-law source spectra produce forcing profiles 

similar to the broad Gaussian spectra used here.  These spectra all have similar phase 

shifts relative to the wind profile at altitudes where the forcing amplitude is significant. 

φΔ

wc

 The variation of the spectra when the parameter  is varied, shown in the bottom 

two panels of Fig. 3, primarily affect the relative phase of the GW force.  The phase shift 

is less than 90° for the weak source and we expect the GW forcing to enhance the tide 

amplitude, since the corresponding effective friction has a negative real part.  The strong 

source, on the other hand, has phase shift greater than 90°, an effective friction that is 

positive, and will diminish the tide amplitude. The amplitude profile is relatively 

unaffected below 90 km.  The forcing amplitude for the strong GW source drops off 

rapidly above 95 km because the waves in the spectra with phase speed less than  

have all become unstable below that altitude.  In all of the seven cases shown in Figs. 2 

and 3,  has a much larger magnitude than  and is less than zero.  This means that the 

GW forcing has an effective friction with negative imaginary part and will therefore act 

to increase the local vertical wavenumber of the tide.  The altitude where this increase 

occurs will depend on the shape and magnitude of the forcing amplitude profile.  We will 

demonstrate the mechanisms discussed here later on in Section 6.   Calculations using our 

tide model will show that the distinct forcing patterns that arise by changing the GW 

source structure result in distinct patterns in the tide response.   

0B

maxc

sF cF

5. Tide model comparisons with data 

 We have shown in the previous section that variations in the GW parameters 

result in distinct patterns of variation in the GW diurnal forcing.  The fact that the tide 
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responds differently to each of the GW source parameters makes it possible to apply 

nonlinear least-squares fitting techniques to determine which parameter settings will 

provide a fit of the model to observed wind and temperatures.  This fitting was performed 

for the HRDI wind and temperature measurements for March 1993.  Along with the three 

GW parameters, the eddy diffusion parameter  and the amplitude of the (1,1) tide 

mode forced in the troposphere was also adjusted.  Adjusting the tide amplitude fits the 

tide to the observations below 70 km, while the remaining GW and diffusion parameters 

adjust the model to fit both the tide phase and amplitude.  It was found that a submanifold 

within parameter space gives equally good model fits to the data, and this will be 

discussed further below.  Representative values within this submanifold, which will be 

used in the examples to follow, are , ,  and 

.   

maxK

47m/swc = 0 0.004 PaB = 0.001ε =
2

max 50m /sK =

 Figure 4 shows the amplitude and phase of the tide in observations of wind and 

temperature.  These observations are compared to model calculations using the GW 

parameters listed above and to model calculations without GW forcing.  The amplitudes 

and phases in the data were obtained by fitting the diurnal harmonic to data values binned 

by local time and latitude.  The model simulation with GW forcing produces amplitude 

profiles that follow the measured profiles fairly well.  The simulation without GW 

forcing produces a sharp amplitude peak near 100 km that is not observed in the winds.  

The amplitude structure in the temperature profile above 100 km cannot be determined 

from the SABER data, so it is unclear at what altitude the temperature amplitude 

maximum occurs, but the amplitude growth rate of the model with GW agrees better with 

the data than for the model without GW.  It is possible to tune a model without GW by 

adjusting the eddy diffusion profile so that the model amplitude profile matches the data 

(e.g. Khattatov et al. 1997; Yudin et al., 1997), but adjustment of diffusion alone will not 

bring the model phase into agreement with the measurements.  There is a remarkable 

agreement between the HRDI, TIDI and SABER phase variation with height, and this 

phase structure is well reproduced in the model simulation with GW forcing but not in 

the simulation without GW forcing.   

 The GW force also changes the horizontal structure of the tide.  Figure 5 shows 

the diurnal amplitude in the meridional wind measured by TIDI and the temperature 
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measured by SABER at 95 km during March 2004.  The measurements are compared to 

model calculations of the amplitude with and without the inclusion of the GW force.  We 

see the addition of GW forcing causes the horizontal structure of the tide to become 

narrower or more tropically confined.  The measurements confirm that the diurnal 

amplitude in both winds and temperature are narrower than what is obtained in a model 

without GW forcing.  Therefore both the observed vertical and horizontal structures of 

the migrating diurnal tide indicate that GWs effectively interact with the tide and change 

its shape. 

 One explanation for why the GW force narrows the tide horizontal structure was 

given by Ortland (2005b) in terms of the effective friction coefficient γ .  As already 

discussed in the previous Section, GW forcing may be represented by an effective friction 

coefficient that has a negative imaginary part.  Friction terms γ  that do not depend on 

latitude, when included in the linearized tide equations, modify the frequency σ  of the 

forced modes by iσ σ γ= + .  For GW forcing the modified frequency is decreased in 

absolute value, since  for the tide and .  Forced westward Hough modes 

become equatorially trapped close to the equator as the frequency approaches zero, and 

both the Lamb’s parameter and the vertical wavenumber increase. 

0σ < Im( ) 0γ <

  

6. GW force modulation of tide vertical structure 

 The calculations of the GW forcing on the tide discussed in Section 4 were done 

using a fixed tide wind profile.  If the GW forcing is strong enough then the tide profile 

will be altered and the GW forcing structure will naturally change along with it.  Thus, 

once the GW parameterization is switched on in the model, the tide and GW forcing 

structure will evolve until a stationary state is reached.  Before running the tide model to 

produce the examples shown in this Section, the GW force was computed off line using  

wind profiles from a model run without GW forcing and the intermittency was adjusted 

to make the maximum amplitude of the GW force for all cases the same.  However when 

the GW forcing with the spectral parameters so determined is turned on in the model, the 

GW force and tide mutually adjust until the results shown here are attained.  Ultimately 

the GW force has a different structure than what was engineered using a fixed profile.  
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Nevertheless, we verify that the tide responds to changes in the GW source spectrum 

according to the principles described in Section 4.  We shall look at examples where the 

GW source strength is increased or decreased and where the spectral shape is narrowed or 

broadened relative to the best fit spectrum presented in Section 5.  These examples will 

serve to illustrate the sensitivity of the tide structure to the GW source structure.   

 Each of Figures 6-10 shows the tide vertical structure represented by the 

amplitude and phase of the meridional wind profile at 20°S, the latitude-altitude cross 

section of the diurnal amplitude of the GW force, and the phase of the GW force at 20°S 

relative to the meridional wind.  The top two panels of each figure show the amplitude 

and phase for the case with no GW force as reference. In these examples the tide has 

source amplitude that represents the annual average, as prescribed in Section 2.  

 Figure 6 shows the results for the choice of best-fit source parameters used in 

Figs. 4 and 5, referred to here as the control experiment.  The GW force, with peak 

amplitude of around 50 m/s/day at 97 km reduces the wind amplitude from 80m/s to 50 

m/s, causes the tide phase to decrease more rapidly with height, and has a relative phase 

greater than 90°.  As expected, such a relative phase does cause a decrease in tide 

amplitude.  Significant change in the tide phase is observed above 70 km where the GW 

force exceeds 5 m/s/day.   

 Figures 7-8 show the effects of changing the GW source stress by an order of 

magnitude relative to the control experiment while maintaining the spectral shape.  For 

the experiment shown in Fig. 7 the source stress is decreased, allowing GWs to break at a 

higher altitude and closer to their critical level.  This results in a GW force that is smaller 

below 80 km, but larger above, and a relative phase that is less than 90°.  Because of the 

decrease in forcing below 80 km, significant change in the tide phase occurs higher than 

shown in Fig. 6.  As expected, the relative phase relationship causes the tide amplitude to 

increase below 90 km due to GW forcing.  However, above 90 km the tide amplitude 

with GW forcing is smaller than it is without.  This is probably due to the diffusive 

forcing at these levels.  The GW forcing increases the local vertical wavenumber of the 

tide.   The diffusive force will therefore also significantly increase because it is 

approximately proportional to the square of the vertical wavenumber. 
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 The GW source stress is increased for the experiment shown in Fig. 8.  Relative to 

the control run, the GWs break lower, and the upward propagating spectrum is depleted 

above 105 km.  Because of this, the tide amplitude has increased slightly above 105 km 

because the GW force has been reduced to zero.  Also relative to the control run, the 

maximum GW force amplitude is smaller, but below 80 km the GW force is slightly 

larger.  As a result, we notice significant change in the tide phase at an even lower 

altitude than in the control run.  The relative phase of the GW force has increased, and 

this is responsible for a decrease in the maximum tide amplitude because there is a 

stronger component of oscillating GW force that acts out of phase with the tide. 

 In Figures 9-10 we examine the effect that changing the phase speed width of the 

GW source spectrum has on the tide.  In these examples the GW stress is kept the same at 

, so that for waves with  that break above 70 km,  the narrower 

spectrum with  has smaller source flux and the spectrum with 

 has larger flux relative to the control run. The opposite holds for waves 

that break below 70 km.  These changes in the source spectrum will primarily affect the 

shape of the vertical forcing profile, as already discussed.  In the experiment shown Fig. 9 

(with ), the GW force grows less rapidly with altitude, consistent with what 

was found earlier.  Thus, the GW force strength here is similar to the control case at 80 

km and results in a similar tide local vertical wavenumber (i.e. the slope of the phase 

profile) at this altitude.  However, the GW force is stronger below this altitude, so the 

significant change in the tide phase, as seen in the second panel, starts at 50 km or below.   

50 m/sc = 50 m/sc >

30 m/swc =

75 m/swc =

30 m/swc =

 Some indeterminacy may arise when trying to fit the model to data.  If the data 

quality or range does not extend much below 70 km, there is no way to determine at what 

altitude the GW force begins to affect the tide.  Thus, better constraints on the GW source 

structure will be obtained when high accuracy wind and temperature measurements are 

available over a broad region that extends from the stratopause into the lower 

thermosphere.  In Fig. 9 the tide amplitude is severely diminished relative to the control 

run, even though the maximum GW forcing amplitude is much smaller.  Since the 

amplitude reduction is already considerable near 70 km, the smaller amplitude is 

probably due to the stronger GW force in the lower mesosphere. 
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 In the final example shown in Fig. 10 (with ) the GW force has a 

sharp peak at 95 km.  This is typical for ‘flat’ source spectra and quite similar to the 

forcing profiles we obtain when using a power-law spectra for the GW source.  Little 

significant amplitude or phase change occurs in the tide below 85 km.  It is possible to 

lower the forcing profile by also adjusting the source stress factor .  Once again, it 

should be possible to determine whether or not the GW force profile is sharply increasing 

if the altitude range of the observations is sufficiently large. 

75 m/swc =

0B

7. Discussion 

Modelers typically tune a GW parameterization so that the model zonal mean flow 

resembles observed climatology.  We have taken a different approach by tuning the 

ADGWP so that our tide model reproduces the observed tidal structures.  The question 

remains whether or not the GW parameter settings we have found here will also 

reproduce zonal mean flow climatology if used in a 2-dimensional model.  This issue is 

beyond the scope of the present paper, but in this section we will examine the related 

question of how the GW parameterization settings used by Garcia and Solomon (1985) 

affect the tide in our model.   

 Garcia and Solomon (hereafter GS) used the Lindzen parameterization with phase 

speeds c  from -40 to 40 m/s at 10 m/s intervals.  The horizontal wavelength is 100 km, 

the intermittency is  and the source momentum flux is given by  .12ε =

 2 210 exp( ( /30) )sin 2  m su w c θ−′ ′ = − 2 -2  (9) 

at the source level of 16 km, where  is latitude.  For density  at the 

source, this translates to a stress spectrum with, .  As explained in 

Section 3, equivalent results are obtained using a source stress with  a factor of 10 

smaller if the horizontal wavelength is 1000 km.   

θ ( ) -316 .13 kg mρ =
3

0 1.3 10  PaB −= ×

0B

 The ADGWP becomes the Lindzen parameterization with a simple modification.  

Instead of setting the GW flux equal to zero after a wave breaks, we set the flux equal to 

the minimum of the saturation flux, given by the right hand side of (5), and the flux at the 

previous level.  This modification was made in our model and the effects of the GS 
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parameter values on the tide were calculated.  Figure 11 shows the results of this run, 

compared to both the control run (Fig. 6) and the run with no GW force.  There are 

several features of this experiment which we shall describe. 

 First, note that the amplitude of the tide between 75 and 90 km has increased 

relative to the simulation with no GW force.  Also note that the structure of the tide 

amplitude profile is similar to the amplitude profile in Fig. 7, which was obtained using 

the same value of .  The amplitude profile is qualitatively similar to the 

control run, except between 85-95 km.  As noted before, the tide amplitude increase 

happens when wave flux is deposited with phase relative to the tide less than 90°.  With 

the Lindzen scheme, waves continue to propagate upward beyond the breaking level, 

causing an upward shift of the total flux profile relative to what is calculated using the 

ADGWP.  Starting with the same source spectrum, the forcing profile calculated using 

the Lindzen scheme will therefore be somewhat larger, due to the density effect, and 

shifted upward relative to the ADGWP.  The upward shift in the forcing profile results in 

a relative phase between the GW force and the tide that typically 20° less than with 

ADGWP.  In this example, the relative phase is considerably less than 90° throughout the 

mesosphere (not shown) and therefore the GW forcing causes a tide amplitude increase.   

30 m/swc =

 Second, the amplitude of the GW force is twice as strong as in previous examples, 

and yet the phase structure of the tide response is close to that of the control run.  In order 

to accomplish this, there are at least three main differences, besides the GW source 

spectrum, between this experiment and the control run.  One difference is that the forcing 

used in the experiment shown in Fig. 11 is only applied in the zonal direction.  We have 

found that GW forcing calculated with any GW scheme applied in the meridional 

direction acts twice as effectively on the tide as in the zonal direction.  That is, the 

amplitude of the GW force in the zonal direction must be twice as large as the forcing in 

the meridional direction in order to accomplish the same tide phase shift or the same tide 

amplitude modification.  Thus, if we were to assume that the GW source is isotropic in 

azimuth, we would find that the GW forcing with the GS parameters would produce a 

tide with unrealistic phase structure.  Even with just the GW force applied in the zonal 

direction, the GS parameters produce an unrealistic tide horizontal structure, as illustrated 

in the lower right panel of Fig. 11.   
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 Two other differences between the GS experiment and the control run are the low 

maximum phase speed at 40 m/s and the latitudinal variation of the total GW source flux.  

The ADGWP will produce no GW force above the altitude where the wave with the 

maximum phase speed breaks, so such a low maximum phase speed is not a viable option 

with this scheme.  The Lindzen scheme allows waves to propagate at a saturated level 

once they break, so GW forcing is produced until a critical level is encountered at the 

maximum phase speed.  If we extend the maximum phase speed in the Lindzen scheme to 

100 m/s, in line with what is useable with the ADGWP, we find that the GW forcing is 

again too strong and produces unrealistic phase structure in the model tide.  It is not 

satisfactory to have acceptable model results to depend on an artificially chosen 

parameter, such as the maximum phase speed, unless there is some physical reason to 

expect that the GW spectrum does indeed cut off at 40 m/s.   

 The latitudinal variation in total GW source flux causes the peak diurnal force to 

occur at mid-latitudes, as shown in the bottom left panel of Fig. 11.  If the GW source is 

assumed to be uniform in latitude with the maximum total flux value used here, then the 

GW force will be strongest in the subtropics.  Since the tide winds maximize in the 

subtropics, the GW force will have a larger effect on the tide than it did here and again an 

unrealistic tide phase structure will occur.  This example serves to illustrate the difficulty 

with satisfying the requirements for finding GW source parameters that give a GW force 

that is strong enough to produce a realistic mean flow with jet reversals during solstice in 

the thermosphere, and yet weak enough to not affect the tide too strongly in a way that 

produces unrealistic phase or amplitude structures.  Perhaps a solution to balancing both 

requirements involves exploring other latitude distributions for the total GW flux, 

latitudinal variations in the intermittency, and GW sources that are anisotropic in 

azimuth, as well as searching for other candidates for the GW source spectrum. 

 Finally, we note that the amplitude increase in the tide would have been much 

larger if we had not also used a larger value for the eddy diffusion 

than was used in the control run.  Since the amplitude of the tide can be controlled by 

both the eddy diffusion and the GW force, this serves to illustrate a degree of ambiguity 

in how much the tide structure constrains the GW parameter settings.  This ambiguity 

gives rise to a null space, a submanifold in parameter space that represents all of the GW 

2 1
max 100 m sK −=
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parameters that produce the same effect on the tide.  As was discussed in the previous 

section, decreasing the total flux in the GW source spectrum decreases the relative phase 

between GW force and tide and therefore decreases the amount of damping due to the 

GW force.  The decrease in damping can be offset by simultaneously increasing the eddy 

diffusion.  This tradeoff in GW parameters illustrates a 1-parameter subset of the null 

space.  

  Resolving this ambiguity in parameter space requires further constraints that 

must be provided by either observations of GW fluxes or by examining the properties that 

GW forcing has on other aspects of model dynamics.  There also appears to be a 

fundamental difference between the way that the Lindzen parameterization and ADGWP 

act on the tide, since for a given source spectrum, the relative phase between tide and GW 

force will come out quite differently between the two.  It may be possible to find different 

source spectra to use in each parameterization that enables each scheme to have the same 

effect on the tide, but one must then also make sure that the zonal mean forces that are 

produced in each are the same as well.  One must also try to avoid the undesirable 

situation, which occurred in the example here, where a physical model parameter such as 

eddy diffusion is tuned to produce realistic results, and yet depends on the GW 

parameterization scheme that is used in the model.  

8. Conclusions 

 We have shown that the observed tide vertical and horizontal structures can be 

reproduced in a tide model that includes GW interaction with the tide.  The phase 

structure of the tide is directly related to the amplitude of the diurnal component of the 

GW force, and the observed phase therefore provides a constraint on this amplitude 

profile.  Where the tide phase begins to differ from the classical phase structure indicates 

the altitude where the GW force becomes significant, which is in turn related to the shape 

of the GW source spectrum. One estimate for the magnitude and structure of the GW 

force that produces realistic tide structure in our model is provided by the experiment 

shown in Fig. 6.   This estimate was obtained using the ADGWP under the assumption 

that the GW source spectrum was uniform in latitude and isotropic in azimuth.  If the GW 

source is isotropic in azimuth, we find that the GW force in the meridional direction is 

much more effective than GW force in the zonal direction in changing tide structure.  
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Therefore, under the isotropy assumption, the results of this paper may be viewed as 

providing constraints on the meridional GW forcing.  However, a GW scheme that is 

tuned to produce a realistic mean flow may also produce zonal diurnal forcing that too 

strongly affects the tide.  In this case, our results may be used as a guide to find alternate 

GW parameters and their latitude and azimuth dependence that will allow the model to 

produce realistic mean flow and tide structures. 

 We have also described basic principles that govern how the diurnal component 

of GW momentum forcing, modulated by tidal winds, depends on the shape of the GW 

source spectrum and how the diurnal component of the GW force acts on the tide and 

changes its structure. They may be summarized as follows.  Increasing the amplitude of 

the diurnal component of GW force will increase the rate that the tide phase changes with 

altitude.  The GW force will become more in phase with the tide if the GW source 

strength is weakened, because waves will then break higher.  When the relative phase of 

the GW force becomes less than 90°, the tide amplitude will increase as a result of GW 

forcing.  These principles will apply to all GW parameterization schemes currently in 

use.  However, various schemes may have different effects on the tide even if they 

employ the same source spectrum because the altitude where the bulk of the GW 

momentum is deposited will determine the relative phase between the GW forcing and 

the tide.  This may constitute a fundamental difference between GW schemes if the 

schemes cannot be tuned to produce the same forcing on both the mean flow and tide. 

 Understanding the interaction of the tide and gravity waves is important for 

understanding the mechanism behind the seasonal variability of the tide.  The observed 

seasonal variation in tide amplitude has maxima during equinox and minima near 

solstice. The equinox maxima change significantly from year-to-year (Vincent et al., 

1998).  The tide amplitude variability cannot be explained by variability in the 

tropospheric water vapor heating, which is the primary source of the migrating diurnal 

tide.  Other potential sources for tide variability are latent heat release (Hagan and 

Forbes, 2002), interaction with the zonal mean winds (McLandress, 2002b), GW 

interaction with the tide (Mayr et al., 1998; Meyer, 1999) and seasonally varying eddy 

diffusion (Khattatov et al., 1997; Hagan et al., 1999).   Each of these mechanisms can be 

shown to produce tide variability in a model.  If we are to have confidence in any 
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conclusions regarding the role that gravity waves play in tide variability, it must be 

shown that the gravity wave scheme used in the model not only reproduces realistic zonal 

mean winds and temperatures and realistic tide amplitude but also realistic tide phase 

structure. 
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Figure 1.  Meridional winds measured in March at local time 9 hours from HRDI (top left) during 1993 

and TIDI (top right) during 2004.  These are compared to model simulations without (bottom left) and with 

(bottom right) the effects of GW momentum forcing of the tide.  The contour interval is 10 m/s, with 

negative values shaded.   
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Figure 2.  The left panels show a tidal wind profile and the breaking levels (curves with symbols) for 

gravity waves for a variety of source spectra.  The x-axis labels the wind or phase speed.  The right panels 

show the GW momentum force corresponding to each example.   for the examples in the 

bottom panels. 
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Figure 3.  The left panels show the diurnal amplitude of the GW force calculated for tide meridional winds 

using various source spectra in the ADGWP.  The right panels show the phase difference between the 

diurnal component of the GW force and the tide winds in each of the examples.  for the 

examples in the bottom panels.  
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Figure 4.  Left: Diurnal amplitude (top) and phase (bottom) of the HRDI, TIDI and model meridional 

winds shown in Fig. 1 at latitude 20°S.  Right:  Diurnal amplitude (top) and phase (bottom) of the SABER 

and model temperatures at the equator. 
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Figure 5.  Diurnal amplitude of the meridional winds measured by TIDI (top) and of the temperature 

measured by SABER (bottom) at 95 km during March 2004.  The measurements are compared to two 

model simulations with and without GW forcing of the tide. 
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Figure 6.  Model simulation of the tide coupled with GW forcing using a source spectrum with phase speed 

width , stress , and intermittency .  Top left:  Meridional wind 

diurnal amplitude at 20°S with GW force (solid), and without GW force (dashed).  Top right:  Phase of the 

meridional wind with (solid) and without (dashed) GW force.  Bottom left:  Diurnal amplitude of the GW 

force (contour interval is 5 m/s/day).  Bottom right:  phase difference between the diurnal component of the 

GW force and the meridional wind at 20°S. 

47m/swc = 0 0.004 PaB = 0.0011ε =
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Figure 7.  Same as Fig. 6, for , , and .  47m/swc = 0 0.0004 PaB = 0.0027ε =
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Figure 8.  Same as Fig. 6, for , , and . 47m/swc = 0 0.04 PaB = 0.0008ε =
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Figure 9.  Same as Fig. 6, for , , and . 30m/swc = 0 0.02 PaB = 0.0038ε =

 34 



V diur amp, 20S

0 20 40 60 80 100
m/s

50

60

70

80

90

100

110
A

lt 
(k

m
)

dashed - No GWs

V phase, 20S

-180 90 0 90 180
Deg

50

60

70

80

90

100

110

dashed - No GWs

-40 -20 0 20 40
Latitiude

60

70

80

90

100

110

A
lti

tu
de

GW force, diurnal amplitude (m/s/d)

5

5

5

15 15

25

25

35

3545

45

GW force: relative phase (20S)

45 60 75 90 105 120 135
degrees

60

70

80

90

100

110

A
lti

tu
de

 (
km

)

GW params:  Cw=75 Bw= 0.0020 eps= 0.0004

 

Figure 10.  Same as Fig. 6, for , , and . 75m/swc = 0 0.002 PaB = 0.0004ε =
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Figure 11.  Model simulation of the tide coupled with GW forcing calculated using the Lindzen GW 

scheme using a source spectrum with parameters from Garcia and Solomon (1985).  Top left:  Meridional 

wind diurnal amplitude at 20°S with GW force compared to a simulation without GW force and to the 

control run from Fig. 6.  Top right:  Phase of the meridional wind at 20°S.  Bottom left:  Diurnal amplitude 

of the GW force in the zonal direction (contour interval is 10 m/s/day).  Bottom right:  Diurnal amplitude of 

the meridional wind at 95 km. 
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