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Abstract15

This study exploits the high-density zonal sampling at the turnaround latitude of the16

High Resolution Dynamics Limb Sounder (HIRDLS) in the Southern Hemisphere to in-17

vestigate the missing drag in chemistry-climate models near 60◦S. Gravity wave (GW)18

properties including amplitude, zonal wavenumber, vertical wavelength, and momen-19

tum flux are estimated with a wavelet analysis method based on the S-transform.20

Monthly means of GW properties compare well with estimates from previous stud-21

ies. We further investigate the contribution to GW momentum flux above orographic22

and nonorographic regions and find that while fluxes are much larger locally over oro-23

graphic regions, the contribution to the zonal mean is roughly 3 times smaller than24

the contribution over nonorographic regions. We also investigate the relationship with25

the zonal wind and find that GW momentum flux is highly correlated with the near26

surface winds over orographic regions. In addition to momentum flux, we also pro-27

vide estimates of the zonal drag and use these estimates to evaluate the current GW28

parameterizations and resolved wave forcing in models participating in phase 1 of the29

Chemistry-Climate Model Initiative (CCMI-1). The HIRDLS zonal drag estimates30

suggest that the CCMI-1 models have insufficient zonal drag, especially in June, July,31

and August, and that the majority of the missing drag is over nonorographic regions.32

Our discussion includes implications for the Brewer-Dobson Circulation and ozone33

hole.34

1 Introduction35

Gravity waves (GWs) play a key role in the dynamics of the atmosphere, but it36

remains a challenge to represent them in chemistry-climate models (CCMs). This con-37

tributes to biases in temperatures and winds in the Southern Hemisphere stratosphere.38

Generally, winds are too strong and temperatures too cold compared to observations.39

Additionally, the stratospheric final warming in the Southern Hemisphere is typically40

one or two weeks late in CCMs compared to observations (Eyring et al., 2010; Butchart41

et al., 2011). Although the reasons for these biases are not completely understood, it42

is generally thought that missing Southern Hemisphere wave drag in models is a major43

culprit.44

Possible sources of the missing wave drag include inadequate continental oro-45

graphic GW drag (McLandress et al., 2012), orographic GW drag from small, unre-46

solved islands (Alexander et al., 2009; Alexander & Grimsdell, 2013), lateral prop-47

agation of GWs generated at other latitudes (e.g., Sato et al., 2009; Yamashita et48

al., 2010; Sato et al., 2012; Jiang et al., 2013; Krisch et al., 2017; Thurairajah et al.,49

2017; Strube et al., 2021), and nonorographic GWs generated by fronts and convection50

(Hendricks et al., 2014; Shibuya et al., 2015; Holt et al., 2017). Several observational51

and modeling studies have documented large, intermittent momentum fluxes over the52

Southern Ocean (e.g., Hertzog et al., 2008, 2012; Plougonven et al., 2013; Jewtoukoff53

et al., 2015), supporting the case for large-amplitude nonorographic GWs generated54

by strong convection. Studies have also shown improved model biases and improved55

timing of the stratospheric final warming in the Southern Hemisphere when the grav-56

ity wave parameterization is based on an intermittent source function (de la Cámara57

& Lott, 2015; de la Cámara et al., 2016). Understanding the sources of the missing58

drag and correcting the deficiencies in modeled GW effects is a high priority since59

the resulting model biases in wind and temperature hinder our ability to realistically60

model the ozone hole and its recovery, which also has implications for our ability to61

model surface climate change (e.g., Arblaster et al., 2014).62

McLandress et al. (2012) showed that adding extra orographic GW drag at 60◦S63

in a CCM resulted in a significant improvement in the cold-pole bias and timing64

of the vortex breakdown, which in turn affect the ozone hole depth. Garcia et al.65
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(2017) achieved similar improvements in the cold-pole bias in a CCM by increasing66

the parameterized orographic GW drag in the Southern Hemisphere. These approaches67

are justified as long as the observational guidance remains ambiguous for constraining68

the missing Southern Hemisphere drag, but these methods are not ideal. For example,69

while strong localized orographic GW drag may have similar effects on the zonal mean70

as more zonally uniform drag, there can be dramatically different interactions with71

Rossby waves and horizontal and vertical mixing effects on tracers. Ideally we would72

get the stratospheric wind and temperature responses to GW drag correct and for73

the right reasons, and for this it is essential that the tunable parameters in CCMs be74

constrained by observations.75

In this paper, we exploit the close zonal sampling of the High Resolution Dy-76

namics Limb Sounder (HIRDLS) at the turnaround latitude to obtain estimates of77

the missing drag in the Southern Hemisphere. At the turnaround latitude (∼63.4◦S),78

HIRDLS provides a wealth of information on waves spanning zonal wavenumbers 179

through 90. This information has not yet been utilized to investigate missing South-80

ern Hemisphere drag. While previous studies have used HIRDLS to look at the largest81

scale waves between wavenumbers 1 through 8 in the tropics (Alexander et al., 2010)82

or global properties of small-scale GWs (Alexander et al., 2008; Ern et al., 2011;83

Wright et al., 2010), none have focused on the turnaround latitude in the Southern84

Hemisphere.85

Waves of all scales, from planetary waves to small-scale GWs, contribute to86

the drag on the zonal wind and the driving of the Brewer-Dobson circulation near87

60◦S. GWs with higher zonal wavenumbers are only observable with HIRDLS where88

zonal sampling occurs more frequently. For example, zonal measurements near the89

equator are ∼400 km apart which means the shortest observable wavelength is ∼80090

km, whereas the zonal sampling near the turnaround latitude is between ∼70-140 km.91

This makes sampling at the high latitudes ideal for investigating the missing drag near92

60◦S.93

This paper is organized as follows: in Section 2 we describe the data and S-94

tranform method we use to estimate GW properties. In Section 3 we describe the95

observed wave properties, including momentum flux and wave statistics. Finally, in96

Section 4 we present estimates of potential drag and compare HIRDLS GW potential97

drag to parameterized and resolved drag in CCMs and discuss the implications for the98

Brewer-Dobson Circulation and ozone hole.99

2 Data and Methodology100

2.1 HIRDLS Temperature Profiles101

The HIRDLS instrument on board NASA’s Aura satellite is a limb-scanning102

infrared radiometer. Aura is in a sun-synchronous, polar orbit with an orbital period103

of 99 minutes making approximately 14.9 revolutions per day (Gille et al., 2008). The104

basis of our analysis uses HIRDLS high vertical resolution temperature profiles with ∼1105

km vertical resolution and ∼70-140 km horizontal resolution. This study uses version106

7 of the Level 2 HIRDLS data for the period from January 2005 to March 2008, with a107

focus on May through November (days 121 to 334) in the Southern Hemisphere winter108

and spring seasons. Note that each year a few days have incomplete measurements, so109

days listed in Table 1 were removed. Occasionally, profiles were flagged as bad data,110

showing single-level spikes in the temperature profile as large as 10 times the normal111

temperature perturbation. Further investigation found that temperature quality and112

cloud top pressure did not flag these cases, so such profiles were removed from the113

analysis.114
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Table 1. HIRDLS Data Removed

Year Days

2005 132, 193, 194, 195, 205, 306, 349, 350
2006 143, 186, 191, 236, 307
2007 163, 194, 310

Figure 1 shows the geographic location of each profile scan for 7 September115

2006. HIRDLS provides approximatley 5,530 profile measurements per day and scans116

vertically at a fixed azimuth of -47◦ on the anti-sun side of the orbit track. High density117

zonal sampling occurs near a satellite’s turnaround latitude, where the measurement118

track switches between descending and ascending nodes. For HIRDLS, this turnaround119

latitude in the Southern Hemisphere is at ∼63.4◦S. In this study, we focus on the120

profiles between 61 and ∼63.4◦S that are highlighted pink in Figure 1. For these121

latitudes, the zonal distance between profiles is ∼20 times larger than the meridional122

distance between profiles on average. Therefore, the sampling at these latitudes can be123

assumed to be zonal and we will assume that our analysis provides the zonal component124

of the horizontal wavenumber and an estimate of the zonal component of the GW125

momentum flux. Focusing on measurements at these latitudes reduces the number of126

profiles to roughly 375 per day.127

Figure 1. HIRDLS temperature profiles for 7 September 2006. The profiles used in our analy-

sis are highlighted in pink.
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2.2 MERRA-2128

Winds influence vertically propagating GWs at every stage of the GW lifecycle,129

from generation to refraction, filtering, and dissipation. We use the MERRA-2 3-130

hourly, instantaneous, pressure-level assimilated meteorological fields (doi:10.5067/131

QBZ6MG944HW0). This V5.12.4 data has a spatial resolution of 0.5◦ x 0.625◦ and 42132

vertical levels. Zonal winds between 60 and 66◦S are used to investigate the relationship133

between winds and momentum flux and drag from HIRDLS data.134

2.3 CCMI-1135

To highlight how our results could be applied to improve chemistry-climate simu-136

lations, we use output from the Chemistry-Climate Model Initiative (CCMI-1) (Eyring137

et al., 2013; Hegglin et al., 2015). We include CCMI-1 models that provide zonal138

acceleration due to paramaterized orographic and nonorographic GWs and EP flux139

divergence in the refC1 zonal mean files. This allows us to compare the total wave-140

driven zonal forcing in the CCMI-1 models to the zonal GW forcing inferred from the141

HIRDLS analysis in Section 4.1.142

2.4 S-Transform Wavelet Analysis143

We compute wave properties from the HIRDLS data by using the S-transform144

(Stockwell et al., 1996) with the method described by Alexander et al. (2008). This145

analysis provides amplitude, horizontal and vertical wavelength, and momentum flux146

for GWs observed in HIRDLS temperature profiles. The S-transform is well-suited147

for analyzing GWs in satellite data and has been used in many other studies with148

a variety of geophysical datasets (e.g., Stockwell et al., 2007; Alexander & Barnett,149

2007; Wright et al., 2010; Wright & Gille, 2013; Hindley et al., 2015, 2016, 2019).150

Here we briefly outline the method in Alexander et al. (2008). For each day151

of HIRDLS measurements, we compute the zonal mean temperature as a function of152

latitude (in 2.4◦ bins) and altitude. Then we compute planetary-scale perturbations153

from the remaining temperature variations using the S-transform. Wave numbers 0-5154

are used to define the “large-scale temperature”, and we subtract the large-scale tem-155

perature from the HIRDLS temperatures to obtain “perturbation” profiles. Next the156

S-transform is computed for each HIRDLS perturbation profile south of 61◦S, pro-157

viding a complex-valued function of altitude, z and vertical wavelength, λz: T̃ (z, λz).158

Then the cospectrum159

C(i,i+1) = T̃iT̃
∗
i+1 = T̂iT̂i+1e

i∆φi,i+1 (1)

and the covariance spectrum, |C(i,i+1)|, are computed for each adjacent profile pair, i160

and i + 1, where the asterisk represents the complex conjugate. For the S-transform161

analysis, we zero pad the HIRDLS profiles below 10 km and above 70 km to reduce162

wraparound effects. The covarying temperature amplitude is163

T̂(i,i+1) =
√
|Ci,i+1|. (2)

and the phase difference between profiles is164

∆φi,i+1 = tan−1 =(Ci,i+1)

<(Ci,i+1)
(3)

From the horizontal (zonal) phase difference ∆φi,i+1, we estimate the zonal wavenum-165

ber via166

k =
∆φi,i+1

∆ri,i+1
(4)

where ∆ri,i+1 is the distance between the adjacent profiles.167
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Figure 2a highlights a swath of HIRDLS profiles near the turnaround latitude168

near the Antarctic Peninsula on 7 September 2006. Figure 2b shows temperature169

perturbation profiles for all of the solid black circles in (a). These temperature per-170

turbations show the wave like structure with height. The tilting of the wave from171

east to west with altitude above the tip of the Antarctic Peninsula indicates that the172

wave is propagating westward. Figure 2c shows the covarying temperature amplitude,173

T̂ (Equation 2) as a function of vertical wavelength and altitude for the profile pair174

highlighted in pink near 60◦W. The S-transform reveals that the dominant vertical175

wavelength is ∼20 km and increases slightly with altitude. The peak amplitude of this176

wave contribution is ∼15 K near 50 km in altitude. At 50 km there is another peak177

in the covariance spectrum near 10 km vertical wavelength. These features can also178

be satisfactorily confirmed by eye in (b). The black lines in (c) indicate the cone of179

influence for zero-padding effects from the S-transform: the values below and above180

the black lines are possibly contaminated by these effects and should be used with cau-181

tion. We choose a vertical wavelength cutoff of 40 km to compromise between including182

longer wavelength waves and excluding signals that would be largely contaminated by183

zero-padding effects.184

Figure 2. (a) HIRDLS profile locations near the Antarctic Peninsula for 7 September 2006.

Solid black circles highlight one swath of HIRDLS profiles south of 61◦S, and the solid pink

circles highlight one profile pair. (b) Temperature perturbation profiles for the solid black mea-

surement swath in (a). (c) Covarying temperature amplitude, T̂ (square root of the covariance

spectrum as in Equation 2) as a function of vertical wavelength and altitude for the two profiles

in pink in (a). The color bar applies to both (b) and (c), and the white contours in (c) are 1 K.

Black lines indicate cone of influence for zero-padding effects from the S-transform.

To estimate the zonal momentum flux for each peak in the covariance spectrum,185

we use186

Mi,i+1(z, λz) =
ρ

2
λz

k

2π

( g
N

)2
(
T̂i,i+1(z, λz)

T̄

)2

(5)

where Mi,i+1 is momentum flux, ρ is density, g is the gravitational acceleration of187

Earth, N is buoyancy frequency, and T̄ is the background temperature. In previ-188

ous work only one or two peaks in the covariance spectrum were used to compute189

the momentum flux, and vertical wavelengths were limited to those less than 25 km190

(Alexander et al., 2008; Wright et al., 2010). Here we use all of the peaks in the covari-191

ance spectrum with vertical wavelengths less than 40 km since the strength of winds192

in the Southern Hemisphere near the turnaround latitude can be particularly strong,193

and therefore we expect HIRDLS to detect waves with longer vertical wavelengths.194

We further stipulate that the peaks must be higher than the HIRDLS noise threshold195

of 0.5 K. We identify all the peaks in Ci,i+1 at each altitude and then use a quadratic196
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fit to estimate the true temperature amplitude of each peak. For example in Figure197

2c, the temperature amplitude peak is 15 K at z ∼50 km and λz ∼20 km, and with198

our quadratic fit the “true peak” is 19 K. The total temperature amplitude and total199

momentum flux for each profile pair at each altitude are computed as the sum over all200

detected peaks. Each peak corresponds to a particular vertical wavelength and zonal201

wavenumber. We compute an average vertical wavelength and zonal wavenumber for202

each profile pair at each altitude by a weighted average, where the vertical wavelength203

and zonal wavenumber are weighted with the corresponding temperature amplitude of204

each peak detected.205

In addition to the zonal momentum flux, we estimate the zonal mean drag on206

the mean flow with207

F = −1

ρ̄

δMi,i+1

δz
(6)

and call this the “potential drag” because it is non-directional, and in reality there208

is an undetermined amount of cancellation between eastward and westward (positive209

and negative) flux and drag. The uncertainties of this method are discussed in more210

detail in Ern et al. (2011) and Alexander and Ortland (2010).211

The minimum observable horizontal wavelength is twice the separation distance212

between profiles and shorter wavelengths may be aliased to longer values (e.g., Ern et213

al., 2004; Eckermann & Preusse, 1999). Since zonal wavenumber is in the numerator214

of Equation 5, our momentum fluxes most likely have a low-bias. As stated previously215

we assume that the separation between adjacent profiles near the turnaround latitude216

is zonal in orientation, so the wavelengths we observe and the momentum fluxes we217

compute are assumed to be the zonal components thereof. The zonal component is218

most important to the momentum budget at these latitudes.219

3 Gravity wave properties220

In this section we present GW properties derived from the S-Transform method221

discussed in the previous section. These GW properties include temperature ampli-222

tude, momentum flux, horizontal wavenumber, and vertical wavelength. Our GW223

analysis was performed on all adjacent profile pairs between 61◦ and 63.4◦S from May224

to November for each year of HIRDLS data. Figure 3 shows HIRDLS temperature225

perturbation amplitudes for the winter and spring seasons for each year. The data is226

binned 5◦ in longitude and 2.4◦ in latitude (61◦–63.4◦S) and averaged between 35 and227

45 km altitude. The top panels are averaged over the winter months of June, July,228

and August. The bottom panels are averaged over the spring months of September,229

October, and November.230

The winter season shows peaks over the peninsula, although there is considerable231

wave activity over large non-orographic areas. During the spring months temperature232

amplitude peaks are smaller but have a similar spatial pattern. The most apparent233

consistency among each year and seasonal average is the geographic location of the hot234

spot over the Peninsula. This GW hot spot is an important feature in the Southern235

Hemisphere, which we will explore in more detail in the following sections.236

Figure 4 shows HIRDLS average GW properties for the month of September237

2006, in 5◦ longitude bins and averaged from 61◦ to 63.4◦S. Temperature perturba-238

tion amplitude, |T̂ | (top left), momentum flux, M (top right), zonal wavenumber, k239

(bottom left), and vertical wavelength, λz (bottom right) are shown as a function of240

longitude and altitude. These averages only include nonzero momentum fluxes. That241

is, where the momentum flux is zero, we do not include the corresponding temperature242

perturbation amplitude, momentum flux, zonal wavenumber, and vertical wavelength243

in the means. Note that we have the most confidence in the results in the middle of the244

altitude range displayed in Figure 4, and the results in the lower and upper portions of245
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Figure 3. Polar view of Antarctica with HIRDLS temperature perturbation amplitudes aver-

aged between 35 and 45 km altitudes. Top three panels are averaged over June, July, and August

for each year. Bottom three panels are averaged over September, October, and November for

each year.

the domain are to be used with caution because they may suffer from contamination246

from the zero-padding effects of the S-transform. The panel on the right shows the247

MERRA-2 mean wind profile averaged for the month of September.248

In general, the largest temperature perturbation amplitudes are between 40 and249

70◦W, above the Antarctic Peninsula and increase with increasing altitude. The peak250

in temperature perturbation amplitude corresponds to large momentum fluxes that251

decrease with increasing altitude, with a sharp decrease in momentum flux where zonal252

wind peaks near 40 km. The absolute momentum flux values are reasonable for this253

region compared to other studies using satellite observations to estimate momentum254

flux (e.g., Ern et al., 2004; Alexander et al., 2008; Geller et al., 2013; Hindley et al.,255

2020). These studies also show localized spots of enhanced temperature amplitude256

and momentum flux over the Andes, just north of the Antarctic Peninsula.257

The area of large temperature perturbation amplitudes and momentum fluxes258

also corresponds to smaller horizontal scales (larger k) and slightly longer vertical259

wavelengths. Vertical wavelengths range between approximately 10 to 17 km and260

decrease with altitude, especially where winds are increasing. Refraction of GWs261

can occur when either the buoyancy frequency or intrinsic phase speed changes with262

altitude as elucidated by the dispersion relation for medium frequency GWs, |m| =263

N/|ĉh|, where m is the vertical wavenumber, N is the buoyancy frequency, and ĉh =264

c − u is the horizontal intrinsic phase speed. The intrinsic phase speed is the phase265

speed that would be observed in a frame of reference moving with the background266
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Figure 4. Monthly mean (a) temperature perturbation (T̂ ) amplitude, (b) GW absolute mo-

mentum flux, (c) zonal wavenumber, and (d) vertical wavelength as a function of longitude and

height for September 2006. The panel on the right is the MERRA-2 zonal wind profile averaged

for the month of September 2006 and 61◦ to 63.4◦S.

wind. The decrease in λz with altitude is certainly partly due to the increase in N in267

the stratosphere with altitude.268

The relationship to the zonal wind is less straightforward, but Figure 4 shows269

that the winds increase with height up ∼40 km then decrease. The dispersion relation270

therefore dictates that the intrinsic phase speed of westward propagating waves would271

increase below ∼40 km and decrease above, corresponding to decreasing m (increasing272

λz) below ∼40 km and increasing m (decreasing λz) above ∼40 km. Likewise the273

intrinsic phase speed of eastward propagating waves would decrease below ∼40 km274

and increase above, corresponding to increasing m (decreasing λz) below ∼40 km and275

decreasing m (increasing λz) above ∼40 km. Additionally, as will be shown in Section276

3.2, GWs with larger momentum fluxes are associated longer vertical wavelengths at277

20 km (see Figure 7), and those GWs with larger momentum fluxes break lower in278

altitude. To summarize, the decrease of λz below ∼40 km in Figure 4 is probably279

due to a combination of eastward propagating GWs refracting to shorter λz as they280

approach critical levels, increasing N , and breaking of GWs with larger momentum281

fluxes and longer λz.282

3.1 Zonal mean momentum flux and relationship to zonal mean zonal283

wind284

Figure 5 shows HIRDLS zonal mean momentum fluxes as a function of time285

and altitude from May through November for each year of HIRDLS data. The black286

contours show winds from MERRA-2 with 10 ms−1 intervals and the solid dark line287

is the zero-wind line. The overall shape of the momentum flux roughly corresponds288

to the winds (i.e., momentum flux decreases as zonal mean zonal wind increases),289

particularly when the zero-wind line descends in late September to mid October when290

the momentum flux drops off sharply. However, individual peaks in the momentum291

flux do not appear to correspond to individual peaks in the stratospheric winds in292

either the nonorographic or orographic region. We point out that although it looks293

as though the momentum flux over the orographic region is more intermittent than294
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Figure 5. Zonal mean GW momentum flux for nonorographic (a-c) and orographic (d-f)

regions from May to November for 2005-2007 averaged from 61◦S and 63.4◦S. The zonal mean

zonal wind from MERRA-2 is shown in the black contours with contour intervals of 10 ms−1.

Eastward and westward winds are shown with solid and dashed lines, respectively and the zero

wind line is indicated by the thick contour line. The momentum flux is smoothed with a 7-day

boxcar average.

over the nonorographic region, this is because the nonorographic region is so much295

larger than the orographic region (330◦ versus 30◦ longitude) that there are many296

more profiles in the nonorographic region and this results in a smoother appearance.297

A 30◦ subsample over the nonorographic region shows just as much intermittency (not298

shown).299

Next we investigate the relationship between zonal wind at different altitudes300

and GW absolute momentum flux in the middle of our altitude range, where we have301

the most confidence in our results. Figure 6 shows HIRDLS absolute momentum302

fluxes averaged between 35 and 45 km and between 40◦ and 70◦W (black, left axis)303

and MERRA-2 near-surface winds averaged between 1 and 3 km and between 40◦304

and 70◦W and 63◦S and 66◦S (gray, right axis) for the three years of HIRDLS data.305

Again, we are calling the region between 40 and 70◦W orographic because this is the306

only region with orographic features between 61◦S and 63.4◦S. We chose 63◦S and307

66◦S for the MERRA-2 near-surface winds because this is directly over the Antarctic308

Peninsula. Both the momentum flux and the wind are smoothed with a 3-day boxcar309

average. The linear Pearson correlation coefficient, r, of the two time series between310

May and the end of September is also shown in the corresponding panel. The GW311

absolute momentum flux is highly correlated with the near-surface winds, especially312

in 2005 and 2006, between May and September. The sudden decrease of momentum313

flux to near zero in October in all three years is due to the descent of the zero wind314

line near 40 km. The year with the strongest correlation, 2006, also has the strongest315

near-surface westerlies. The winds in the chosen region rarely drop below 0 ms−1
316

between May and September. The near-surface winds in 2005 also rarely drop below317

0 ms−1 between May and September, but the magnitude of the winds isn’t as large as318

in 2006. However, in 2007, the year with the lowest correlation coefficient, the winds319
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Figure 6. HIRDLS momentum fluxes averaged between 35 and 45 km and between 40◦ and

70◦W (black, left axis) and MERRA-2 near-surface winds averaged between 1 and 3 km (gray,

right axis) for the three years of HIRDLS data. The linear Pearson correlation coefficient, r, of

the two time series in each plot is also shown in the corresponding panel.

frequently drop below 0 ms−1 and the maximum peaks rarely exceed 10 ms−1 before320

August.321

We also performed this analysis for winds at different altitudes, and the relation-322

ship between winds at higher levels and GW absolute momentum flux isn’t as strong.323

For example, the correlation coefficients of the winds between 10 and 25 km and 60◦S324

and 64◦S and the fluxes is 0.47, 0.44, and 0.24 for 2005, 2006, and 2007, respectively325

and the correlation coefficients of the winds between 27 and 35 km and the fluxes326

is 0.36, 0.09, 0.13 for 2005, 2006, and 2007, respectively. We additionally performed327

this analysis for all nonorographic longitude bins and found no significant correlations.328

Altogether, this analysis suggests that the surface winds are the most important factor329

driving the variability of orographic GW momentum flux in the middle stratosphere330

and that the strongest westerly surface winds lead to the largest momentum fluxes.331

3.2 Statistical properties of GW events332

In the previous section we presented results for averages of many wave events:333

seasonal means, monthly means, and zonal means or zonally averaged properties of334

wave events. In this section we present the statistical analysis of individual wave335

events. Figure 7a shows the probability of occurrence of HIRDLS orographic and336

nonorographic GW absolute zonal momentum fluxes. The distributions are popu-337
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lated with events from each peak in the covariance spectrum at 20 km from every338

profile pair between 61◦ and 63.4◦S and from May to Nov 2006. We have not ap-339

plied any spatial or temporal averaging to the fluxes. The shape of the distributions340

is approximately lognormal: the dashed lines in (a) show the theoretical lognormal341

distributions with the same geometric mean and standard deviation as the HIRDLS342

orographic (black) and nonorographic (gray) momentum fluxes. Many previous stud-343

ies using both observations and models have shown that GW momentum fluxes have344

an approximately lognormal distribution with a broad tail of rare but large momen-345

tum flux events (e.g., Hertzog et al., 2012; Alexander & Grimsdell, 2013; Wright et346

al., 2013; de la Cámara et al., 2014; Jewtoukoff et al., 2015; Holt et al., 2017). The347

contribution of the large events to the total flux can be assessed by computing the348

percentage of the total flux coming from fluxes larger than a given quantile (Hertzog349

et al., 2012). The 90th and 99th percentiles are shown in (a) along with the percentage350

of the total flux coming from fluxes larger than the 90th and 99th percentiles. For both351

orographic and nonorographic GW events, a considerable portion (67% for orographic352

and 53% nonorographic) of the total flux is due to the largest 10 percent of events.353

For orographic events, almost a third of the total momentum flux is due to only 1%354

of all events. This underlines that these large GW momentum fluxes, while rare, are355

extremely important for the zonal mean momentum budget.356

The black line in Figure 7b shows the probability of occurrence of vertical wave-357

length for all events shown in (a), orographic and nonorographic combined. Addition-358

ally, the blue line is the contribution of the smallest 10% of events and the red line359

is the contribution of the largest 10% of events. The overall distribution shows an360

almost uniform distribution between 10 and 40 km. Recall that we excluded verti-361

cal wavelengths smaller than the Nyquist wavelength for HIRDLS (2 km) and larger362

than 40 km. The smallest 10% of fluxes also reflect this lack of preference for verti-363

cal wavelength. However, the largest 10% of fluxes are skewed toward longer vertical364

wavelengths. To evaluate the effects of noise on the results, we performed our analysis365

on the same HIRDLS profiles replaced with random temperature perturbations with366

standard deviation of 0.5 K. The gray line shows the distribution for the random noise367

profiles. The dotted lines, with colors corresponding to the colors of the distributions368

with solid lines, show the results when no amplitude cutoff is applied to our analysis369

(i.e., no noise is removed). The results show that without the amplitude cutoff ap-370

plied to the analysis of the HIRDLS data, the distributions for the total events and371

the smallest 10% of events start to take on characteristics of the noise distribution:372

a preference for small vertical wavelengths. The distribution for the largest 10% of373

events is basically the same whether an amplitude cutoff is included or not. This374

analysis along with the fact that the noise distribution is a very different shape than375

the distributions with the amplitude cutoff gives us confidence that our results are due376

to robust wave events detected by HIRDLS and that our amplitude cutoff is indeed377

necessary to remove the effects of noise.378

The black line in Figure 7c shows the probability of occurrence of zonal wavenum-379

ber for all events in (a). Again the blue line is the contribution of the smallest 10% of380

events, the red line is the contribution of the largest 10% of events, the gray line shows381

the result for noise, and the dotted lines show the results when no amplitude cutoff382

is applied to our analysis. The total distribution for zonal wavenumber (black solid383

line) shows a preference for smaller zonal wavenumbers (larger zonal wavelengths).384

The zonal wavenumbers corresponding to the smallest 10% of fluxes (blue solid line)385

are strongly skewed toward smaller wavenumbers. The zonal wavenumbers corre-386

sponding to the largest 10% of fluxes (red solid line) are also skewed towards smaller387

wavenumbers for wavenumbers below about 4 (1000 km)−1, but are much more broadly388

distributed in general and are almost uniformly distributed for larger zonal wavenum-389

bers. The largest zonal wavenumber is ∼7.2 (1000 km)−1, which corresponds to ∼139390

km zonal wavelength. This is 2 times the shortest zonal distance between HIRDLS391
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profiles, or the Nyquist cutoff. HIRDLS may be sensitive to waves with zonal wave-392

lengths as short as about 10 km, but these waves are undersampled (Alexander et al.,393

2008). Waves with wavelengths below the Nyquist cutoff will be aliased into longer394

wavelengths (smaller wavenumbers). There is another bump in the zonal wavenumber395

distribution at ∼3.6 (1000 km)−1 (278 km zonal wavelength). This is because the396

HIRDLS profiles are in pairs: the zonal distance of the pairs is ∼69 km and is ∼139397

km from one pair to the next for this measurement period (see Figure 1). The bump398

at ∼3.6 (1000 km)−1 is due to aliasing of zonal wavelengths longer than ∼139 km.399

For a set of zonal waves smaller than the Nyquist cutoff, the distribution of zonal400

wavenumbers is expected be uniform. This is because the phase difference, ∆φi,i+1,401

is random and uniformly distributed (Ern et al., 2004). Similarly, if adjacent profiles402

have perturbations from different waves (or random fluctuations from noise), phase403

differences will also be random and uniformly distributed. This is apparent in the404

wavenumber distribution for noise (gray line, 7c). The distribution of zonal wavenum-405

ber with no amplitude cutoff applied (black dotted line) is quite uniform in distribution.406

Some of this uniformity is removed when the amplitude cutoff is applied (solid black407

line), especially at the smaller zonal wavenumbers. However, some uniformity is still408

apparent as zonal wavenumber grows. This uniformity is most likely due to the alias-409

ing of waves below the Nyquist cutoff instead of noise. This is more apparent in the410

distribution for the highest 10% of momentum fluxes (red solid line), which is quite411

uniform. Furthermore, the distribution for the highest 10% of momentum fluxes is vir-412

tually unchanged when the amplitude cutoff is applied, suggesting that the uniformity413

in this distribution is indeed due to aliasing of waves below the Nyquist cutoff. On414

the other hand, the zonal wavenumber distribution for the lowest 10% of momentum415

fluxes shows a very strong preference for small wavenumbers with no hints of unifor-416

mity in the distribution. It is also drastically impacted by including the amplitude417

cutoff (difference between blue dotted and solid lines). All of this suggests that the418

momentum flux estimates for the smallest fluxes are more accurate than for the largest419

fluxes, and that the largest fluxes are underestimated (since zonal wavenumber, k is420

in the numerator of Equation (5)).421

4 Gravity Wave Potential Zonal Drag422

In this section we present estimates of the zonal mean zonal GW drag estimated423

by HIRDLS. We estimate this quantity with the vertical derivative of absolute mo-424

mentum flux, as shown in Equation 6. We call this the “potential drag” because it425

is non-directional, and there is an undetermined amount of cancellation between east-426

ward and westward (positive and negative) GW drag. The uncertainties of this method427

are discussed in more detail in Ern et al. (2011) and Alexander and Ortland (2010).428

Although the drag we calculate is not a vector quantity, we can use the direction of429

the wind and the dispersion relation to interpret the direction of the force on the zonal430

mean flow. For example, the momentum fluxes above mountains are typically assumed431

to be from GWs propagating westward against the zonal mean flow.432

Figure 8 shows HIRDLS GW potential drag as a function of longitude and height,433

averaged from May through November and 61◦S and 63.4◦S. Again, we emphasize that434

the results are most reliable between 30-50 km. The peak potential drag occurs over435

the Antarctic Peninsula and corresponds to the momentum flux peak in Figure 4, but436

there is considerable variability in the strength of the peak. Although the peak locally437

over the orographic region is around 4-5 times larger than over the nonorographic438

regions, the contribution to the zonal mean is greater from nonorographic regions than439

orographic regions because the area over nonorographic regions is so much larger. This440

is apparent in Figure 9 which shows the zonal mean GW potential drag as a function441

of time and altitude averaged between 61◦S and 63.4◦S for nonorographic (a-c) and442
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Figure 7. (a) Probability of occurrence of HIRDLS orographic and nonorographic GW ab-

solute momentum fluxes. In (a) the mean momentum flux and 90th and 99th percentiles of the

distributions are displayed (in mPa) along with the percentage of the total flux corresponding

to fluxes larger than the 90th and 99th percentiles. (b) The black line shows the probability of

occurrence of vertical wavelength for all events shown in (a). The blue line is the contribution

of the smallest 10% of events and the red line is the contribution of the largest 10% of events.

The gray line shows the result for noise (see text). (c) The black line shows the probability of

occurrence of zonal wavenumber for all events in (a). Again the blue line is the contribution of

the smallest 10 percent of events and the red line is the contribution of the largest 10 percent of

events. The gray line shows the result for noise (see text). The dotted lines in (b) and (c) show

the results when no amplitude cutoff is applied to our algorithm (i.e., no noise is removed). All

quantities in these plots are at 20 km for May–Nov 2006.

orographic (d-f) regions. Again, note that we define the orographic region to be443

between 40◦ and 70◦ W.444

The shape of the potential drag in Figure 9 roughly follows the shape of the zonal445

mean zonal winds (which is more apparent in a-c), i.e., drag increases as zonal mean446

zonal winds increase. However the short-term variability in the potential drag does not447

appear to correspond to the short-term variability in the winds in the stratosphere.448

Recall that Figure 6 showed that the short-term variability of the momentum flux449

at least over the orographic region is highly correlated with the surface winds. As450

in Figure 5 we point out that although it looks as though the potential drag over451

the orographic region is more intermittent than over the nonorographic region, this is452

because the nonorographic region is so much larger than the orographic region (330◦453

versus 30◦) that there are many more profiles in the nonorographic region and this454

results in a smoother appearance. A 30◦ subsample over the nonorographic region455

shows just as much intermittency (not shown).456

4.1 HIRDLS GW potential drag and CCMI-1 zonal wave forcing457

Figure 10 shows the zonal acceleration due to parameterized GW drag for 9 of458

the models participating in the Chemistry-Climate Model Initiative (CCMI-1) (Eyring459

et al., 2013; Hegglin et al., 2015). We included the CCMI-1 models that had zonal460

acceleration due to paramaterized orographic and nonorographic GWs available in the461

refC1 zonal mean files. While there are large differences in the magnitude of the zonal462

GW drag, there is one conspicuous feature that is consistent in all the models: a gap463

in the zonal forcing near 60◦S. This is a result of the way that GW parameteriza-464

tions are designed. In general, parameterized orographic GWs exert their influence on465

the upper troposphere and lower stratosphere, whereas parameterized nonorographic466

gravity waves are important only in the mesosphere (McLandress et al., 2013). This467
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Figure 8. GW potential drag as a function of longitude and height, averaged from May

through November for each year and 61◦S and 63.4◦S.

Figure 9. Zonal mean GW potential drag for nonorographic (a-c) and orographic (d-f) re-

gions from May to November for 2005-2007 averaged from 61◦S and 63.4◦S. The zonal mean

zonal wind from MERRA-2 is shown in the black contours with contour intervals of 10 ms−1.

Eastward and westward winds are shown with solid and dashed lines, respectively and the zero

wind line is indicated by the thick contour line. The potential drag is smoothed with a 7-day

boxcar average.

separation of the influence of orographic and nonorographic gravity waves is contrived468

via the choice of launch amplitudes of gravity waves in the parameterization; larger469

amplitude waves break lower in altitude. Furthermore, GW parameterizations are470

column-based, so that parameterized GWs only exert their forces in the column above471

the grid-cell in which they were launched. Since there is a gap in orographic sources472

near 60◦S, there is a gap in the orographic GW forcing in the stratosphere (where the473

orographic GW parameterizations are designed to exert their influence).474

Recent evidence, however, highlights several shortcomings in the current param-475

eterization methods (see summary by Plougonven et al. (2020)). For example, current476

parameterizations do not account for large-amplitude nonorographic gravity waves477

that break in the lower stratosphere (e.g., Hertzog et al., 2008; Plougonven et al.,478
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2013; Wright et al., 2013; Jewtoukoff et al., 2015; Stephan et al., 2016) or lateral prop-479

agation of gravity waves generated at other latitudes (e.g., Sato et al., 2009; Yamashita480

et al., 2010; Sato et al., 2012; Hindley et al., 2015; Ehard et al., 2017; Krisch et al.,481

2017; Thurairajah et al., 2017; Strube et al., 2021).482

Figure 10. Zonal wind tendency due to parameterized GW drag for 9 of the CCMI-1 models

averaged over JJA for 2005-2007.

Figure 11 shows HIRDLS zonal mean potential zonal drag (solid black) com-483

pared to zonal EP-flux divergence (blue), and parameterized zonal mean zonal GW484

drag (red) from the CCMI-1 models averaged between 35 and 45 km. We emphasize485

that this type of analysis with HIRDLS data is only possible at the narrow latitude486

band between 61◦S and 63.4◦S and in this limited height range due to the HIRDLS487

sampling pattern. For HIRDLS (black line) the contributions to the zonal mean po-488

tential zonal drag from waves over nonorographic regions and orographic (between489

40◦ and 70◦ W) regions are shown with the dashed-dot and dashed line respectively.490

Although the potential drag is larger locally over orographic regions (see Figure 8),491

the nonorographic contribution to the zonal mean is larger because the nonorographic492

region is much larger. HIRDLS potential drag peaks in June or July depending on493

the year, whereas the CCMI-1 multi-model mean (MMM) resolved EP flux divergence494

and parameterized GW drag peak in October. Furthermore, the magnitude of the EP495

flux divergence and parameterized drag in the CCMI-1 MMM is less than the HIRDLS496

zonal mean potential drag, although the HIRDLS potential drag has large unquantified497

uncertainties. The HIRDLS results suggest that the CCMI-1 models are missing zonal498

drag from May through September near 60◦S and could explain some of the biases in499

temperatures and winds and the offset in the timing of the breakdown of the polar500

vortex in the models. Furthermore, the HIRDLS results suggest that the missing drag501

near 60◦S in Figure 10 is largely over nonorographic regions and support the case made502

by Hertzog et al. (2008), Plougonven et al. (2013), and Jewtoukoff et al. (2015) that503

the missing drag near 60◦S is from nonorographic sources which, when summed over504
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Figure 11. HIRDLS zonal mean potential zonal drag (solid black), CCMI-1 zonal

EP flux divergence (blue), and CCMI-1 parameterized zonal mean zonal GW drag (oro-

graphic+nonorographic; red) averaged from 35–45 km and between 61◦S and 63.4◦S for (a) 2005,

(b) 2006, and (c) 2007. The contribution to the HIRDLS zonal mean potential zonal drag from

nonorographic regions is shown with the dashed-dot line and the contribution from orographic

regions with the dashed line. The CCMI-1 multi-model means are shown in thick red and blue

and the individual models are shown in the lighter red and blue.

the vast nonorographic areas, eclipse the very localized orographic sources. Because505

of the study design, these results do not address lateral propagation.506

4.2 Discussion of implications for the Brewer-Dobson Circulation and507

ozone hole508

Continuous measurements of ozone concentration and ozone hole size have been509

recorded since 1979. Within the first decade after the discovery of the ozone hole,510

Carslaw et al. (1998) found that mountain waves increased stratospheric ozone deple-511

tion in the Arctic and suggested that GWs occurring at the vortex edge should be512

examined for their potential contribution to ozone depletion. The largest ozone hole513

area in the 41 year record reached a maximum area of ∼29.6 million square kilometers514

and the polar cap ozone concentration reached a minimum of ∼160 Dobson units in515

September 2006. This was an extreme peak in ozone hole size that corresponds with516

large momentum fluxes observed in HIRDLS GWs in September 2006.517

Figure 12 shows the zonal mean zonal momentum flux time series for all three518

consecutive years of HIRDLS data for the total (black), orographic (purple), and519

nonorographic (blue) GWs. The orographic momentum fluxes are smaller in the zonal520

mean, while the larger area for the the nonorographic (waves between 40◦E and 70◦W)521

gives a larger contribution to the zonal mean. The largest momentum flux occurs in522

2006 and corresponds to a large peak in orographic momentum flux. Momentum fluxes523

in 2006 are higher in general than the other years and the maximum momentum flux524

for all years of data also occurs in September 2006. Higher gravity wave momentum525

fluxes near 40 km could indicate deeper GW penetration and less dissipation and drag526

above the ozone peak. Less drag would also contribute to generally colder temperatures527

and potentially stronger ozone depletion. Figure 3 showed that average temperature528

amplitudes were also higher for both orographic and nonorographic GW regions in529

Sep-Nov 2006 than in the other years. Large gravity wave temperature amplitudes530

are associated with formation of polar stratospheric clouds (e.g., Dörnbrack et al.,531

2002; Hoffmann et al., 2017) where heterogeneous chemistry leads to enhanced ozone532

depletion.533
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We propose that the edge of the polar vortex and the magnitude of zonal mean534

momentum flux and temperature amplitudes in our HIRDLS results could be cor-535

related through the symmetry of the ozone hole. The ozone hole/vortex was more536

symmetric in 2006 and the edge of the vortex coincided with the band near 60◦S at537

most longitudes. The vortex edge is where maximum winds tend to focus wave prop-538

agation (Sato et al., 2012) leading to larger momentum fluxes and higher temperature539

variances in our analysis.540

The observations suggest that GWs may be contributing much more to the total541

zonal forcing than the models suggest. It is also noteworthy that HIRDLS is more542

likely to observe longer vertical wavelengths in 2006 due to the stronger zonal mean543

zonal winds at our analysis latitudes. Longer vertical wavelengths suggests that there544

is greater potential for GWs to propagate higher. In addition, stronger zonal mean545

zonal winds will be associated with the symmetry of the ozone hole.546

Figure 12. HIRDLS zonal mean zonal momentum flux averaged between 35 and 45 km. The

total zonal mean flux is shown in black. Orographic (between 40◦W to 70◦W) and nonorographic

GW contributions to the zonal mean momentum flux are shown in purple and blue, respectively.

5 Summary and Conclusion547

In this study, we applied an S-transform analysis to HIRDLS profiles near the548

turnaround latitude (∼63.4◦S) to investigate the missing drag in CCMs in the South-549

ern Hemisphere winter. At the turnaround latitude HIRDLS provides dense zonal550

sampling, making it an excellent tool for this analysis. While previous studies have551

used HIRDLS to investigate the largest scale waves between wavenumbers 1 through552

8 in the tropics (Alexander et al., 2010) and properties of GWs globally (Alexander et553

al., 2008; Ern et al., 2011; Wright et al., 2010), this is the first study to focus on the554

turnaround latitude in the Southern Hemisphere.555

In general, HIRDLS observes the largest GW temperature amplitudes and zonal556

momentum fluxes near the Antarctic Peninsula. The S-transform analysis also shows557

that orographic GWs have shorter horizontal wavelengths and slighly longer vertical558

wavelengths than nonorographic GWs. While fluxes are much larger locally over this559

orographic region, the contribution to the zonal mean flux is roughly 3 times smaller560

than the contribution over nonorographic regions simply because the nonorographic561

region is so large. The zonal mean zonal momentum flux has a distinct seasonal562

pattern, peaking in JJA, and is related to the overall shape of the zonal mean zonal563

wind. However, short-term variability in the zonal mean zonal momentum flux does not564

correspond to short-term variability in stratospheric zonal mean zonal wind. Instead,565

we found that the zonal mean zonal momentum flux is highly correlated with the near566

surface winds over orographic regions.567
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As shown in many previous studies, the distribution of GW momentum flux is ap-568

proximately lognormal. We showed that this is also true near the HIRDLS turnaround569

latitude and that a considerable portion (67% over the orographic region and 53% over570

nonorographic region) of the total momentum flux near the turnaround latitude is due571

to the largest 10% of events. We also found evidence that the tails of the momentum572

flux distributions are actually much longer: the zonal wavenumber distributions sug-573

gest that a considerable amount of aliasing is occurring for small-scale waves. This574

leads to an underestimate of the momentum flux.575

We also provided estimates of the zonal drag and used these estimates to evaluate576

the parameterized GW drag and resolved wave forcing in models participating in phase577

1 of CCMI-1. The HIRDLS zonal drag estimates suggest that the CCMI-1 models have578

insufficient zonal drag, especially in JJA, and that the majority of the missing drag is579

over nonorographic regions. Again we found that although the potential drag is larger580

locally over orographic regions, the nonorographic contribution to the zonal mean is581

larger because the nonorographic region is much larger. The HIRDLS results suggest582

that the CCMI-1 models are missing zonal drag from May through September near583

60◦S and could explain some of the biases in temperatures and winds and the offset584

in the timing of the breakdown of the polar vortex in the models. Furthermore, the585

HIRDLS results suggest that the missing drag near 60◦S in Figure 10 is largely over586

nonorographic regions and support the case that the missing drag near 60◦S is from587

nonorographic sources.588

There are several important limitations of this study to keep in mind. Because589

of the study design these results do not address lateral propagation, which has been590

shown to be significant in many studies. There are also large uncertainties associated591

with the estimates of both momentum flux and potential drag. It is very difficult to592

quantify these uncertainties. A major uncertainty in the estimate of potential drag is593

the unknown cancellation between eastward and westward propagating waves. Con-594

sideration of HIRDLS vertical wavelengths and the MERRA-2 zonal mean zonal wind595

profile makes a compelling argument for both eastward and westward nonorographic596

wave dissipation below and above the jet maximum. In theory if all of the waves597

were sufficiently sampled horizontally, it would be possible to determine the propaga-598

tion direction of the waves through the horizontal phase difference computed with the599

S-transform. However, because many of the waves are undersampled, the horizontal600

phase difference for those waves is random and the propagation direction cannot be601

determined. However, even with these large uncertainties, the HIRDLS results still602

provide compelling evidence that CCMs should include more nonorographic GW drag603

near 60◦S.604
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