NOTES ON OLA INVERSION

JAVORNIK

The OLA inversions are based on the Multichannel Three-Dimensional SOLA Inversions
of [Jackiewicz et al., 2012]. These notes begin with the simplest form of inversion, which
is two-dimensional. Three-dimensional inversions follow, and finally, the full 3D inver-
sion with multiple scatterers. Scatterers can be horizontal and vertical flow velocities, for
example.

0.1. Notation. M measurements, each denoted by a or c.
«a and [ are scatterers or perturbations to a wave field, such as flow velocities.
K&(r, z) = effect of scatterer o on measurement, a.
q“(r,z) = 3D distribution of scatterer, a.
x = (r,2) = (z,y, 2).
N = Number of horizontal positions, r.
Our Fourier transform is

(1) () = <217T>Zf()k’

Our inverse transform is

® f(r) = (3\7;)2 S F (ke

ki

Assume d, = 1, which means the grid spacing in real space is equal to one.
2
3 hy = —
(3) o=

1. 2D INVERSIONS

Two-dimensional inversions are the first implementation:

e drop z-dependence; only 2D kernels(x,y)

only one scatterer, o = 1

K, Kernel data

Noise covariance, matrix A, is the identity matrix

7, map data

op, the horizontal full-width at half-maximum of the target function.
target function 7.

At each wavenumber, k, the inversion finds a single scalar.
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1.0.1. Approach. The forward equation calculates travel-time maps, 7 (dropping the «
index, since there is only one type of kernel):

(4) A /d2 "Ko(r' —1)q(r") + ng(r)
The inversion finds an estimate of the model
(5) Qiny = WOT,

given kernel data (K), noise (n), and an averaging kernel, K = wkK.
(6) qmv(r) = /er/,C(T/ - 7' + Zwa r,— T na Tz)

The goal is to find a set of weights w that make the averaging kernel similar to a target
function while controlling the amount of noise.

1.0.2. Finding inversion weights. The inversion finds the weights, w, by minimizing the
cost function,

™) X() = [ Ealia) = T@P 4+ 3 walril (s = rp)un(r)
i7j7a7b

The first term is the misfit between the averaging kernel and the target function. The
second term is the noise. p is a regularization parameter and allows a trade-off between
the allowed misfit and the amount of noise.

Jackiewicz defines a linear set of equations, solving for w and a Lagrange multiplier, .

The target function, 7, is
—|r|I?

2
20h

(8) T (z) = Cexp( )

1.0.3. Algorithm. For each wavenumber, k, calculate the weights, for each map, w,, using:

(9) WiNZ Y Aca(K)ia(K) + 61c,0Ce) = hite(K), Ve, k
and

(10) hiNZ Y~ Catia(0) =1

Substituting definition of hy, the equations become

(11) (2m)%h3 ZAca k) + 0 0CeA = hite(k), Ve, k
and

(12) (2m)?) " Catla(0) =1

Matrix A(k) has ¢ rows and a columns.
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e Calculate A in frequency space:

(13) Aca(k) = (2m)° K7 (k) Ko (k) + phca(k)

Here, ¢ and a are different measurements. Then, K, (k) is row ¢, in the map-depth
matrix.

Construct A(k):

(14) A(k) = (2r)2K* (KT (k) + ph(K)

A(k) has dimensions M x M and is constructed in both cases (k = 0) and (k # 0).
e If (k = 0), Calculate C in real space:

(15) Cc = ZZKC<m7y)

As long as the (k; = 0,k, = 0) element of the Fourier transformed kernel data is
the sum of the magnitude of the real-space matrix elements, then, we can use this
equation for C:

(16) C = K(k, =0,k, = 0)

Dimensions of C submatrix are M x 1.
e Calculate t

(17) fe(k) = (2m)° K2 (k)T (k)
fork=0and k #0

Q: Why are there different equations based on k?
(18) k= (kg,ky) = ks =k, =0

Because k = 0 is a special case and enforces the constraint of averaging kernels integrating
to unity (for scatterer of interest) and zero (for other scatterers).
A, t, and C are elements of a matrix, B, which is part of a set of linear equations,
Bw = t. Solve for [w, A]. Dimensions of w are M x 1.
Construct matrix
(2m)2h3 A(0) C’} [m(O) ] _ [ h21(0) ]
c’ 0 A | T 1/(2n)?

Calculate ¢ and solve for averaging kernel and noise.

1.0.4. Finding g. Once the weights, w,, are found, we can find ¢ = ), we07,. ¢ is the
model, or estimate of the flow velocities.

(19) 4(k) = (2m)*@* (k)7 (k)

(20) g(k) =T g(r)
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1.0.5. Calculate Averaging Kernel. Construct averaging kernel, K = wK.
(21) K(x) = hiN2> > " dia (k) Ko (k)e'™
a k
Substituting hy = JQV—’;
(22) K(x) = (2m)%h > ) tha(k) Kq(k)e™™
a k

Performing calculation in frequency or wave space ...

(23) K(k) = (27)* ) > " wa(k)Ka(k)
a k

(24) K(k) =" K(x)
K(x) has dimensions N, x Ny x 1 x 1.

1.0.6. Clalculate Noise. Construct the noise covariance using the weights and input covari-
ance, A.

(25) o = IYNy Y D (k) Aoy (k)@ (k)
ab k

Substituting hy = ]2\,—: and performing calculation in frequency (wave) space, The noise
covariance matrix is

(26) Cou(k) = (2m) 35 () Aoy ()3 ()
a,b
(27) Cov(k) =T Cov(x)

The noise covariance matrix has dimensions N, x N, x 1 x 1.

2. 3D INVERSIONS

Second implementation:

include z-dependence. Now, we can have 3D kernels(x,y,z)

only one scatterer, o = 1

K, Kernel data

Noise covariance, matrix A, is the identity matrix

7, map data

on, the horizontal full-width at half-maximum of the target function.
target function 7.

There is no alpha index, because there is only one type of kernel. This is the 3d_scalar
version.
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2.0.7. Approach. Equation from Jackiewicz with z-dependence is:

(28) 07a(r) = /d21"/dZKa(7“/ —1,2)q(r", 2) + na(r)

For OLA inversion, first find gy, given 07 (measurement data), K (kernel data), and
n (noise) by constructing averaging kernel.

(29) Qinv (T3 20) = /d27“'dle(r’ —r,2;20)q(r, 2) + Z We (i — 73 20)na(74)

Once the weights, w, are found, we can find ¢ = wdT.

2.0.8. Finding inversion weights. Find weights, w, by minimizing the cost function, X,

(30) X(p) = /d?’x[/C(:L‘; 20) = T (x320)]° + 1 Y walri; 20)Map(ri — rj)ws(rj; 20)
,7,a,b
The first term is the misfit, the second term is the noise. Question: Is p like A in RLS
approach? Yes, they are both regularization parameters that help control the amount of
noise versus the misfit between the averaging kernel and the target function.
The target function, 7, is

(31) T (z;20) = Cexp( 2;2 ) x f(z;20)

The target function is a 2D Gaussian, peaked at r = 0, multiplied by a 1D function of the
vertical coordinate. The target is possibly peaked at depth z = zj.

(32) fz20) =) fidil(2)

fi is an input FITS file containing a matrix of dimensions N, x 1. We don’t directly
calculate f(z;z9) because we don’t know the individual ¢;(z) values. f(z;zp) falls out of
the calculation for ¢ (see equation (33)). Then, Gaussian (1 x 1) times f(z) produces a
map-depth matrix of 1 x N, at every kg, k,,.

(What does this 1D function look like? Can it just be a constant for now? For testing,
set f(z) =1 for a single z, or for all z. During testing f(z), is a function peaked at some
point, 2.)

The inversion software calculates the value of C' to ensure the target function integrates
to unity. (Should entire Target function be input file? Yes, this feature was added recently.
There are two options for the target function: f; or the entire target function 7" as an input
FITS file.) The target function has dimensions N, x Ny x 1 x N..

2.0.9. Algorithm. The cost function can be written as a set of linear equations. An inversion
solves for w and the Lagrange multipliers, A using:

(33) WiNZ Y Aca(K)ia(K) + 61c,0CeA = hite(K), Ve, k
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and

(34) hiNZ Y Catbg(0) =1

Substituting definition of hj the equations become

(35) (2m)%h3 Z Aca(K)tg (k) + 61 0CeA = hite(k), Ve, k
and

(36) (2m)* )~ Catia(0) =1

Matrix A(k) has ¢ rows and a columns.

e Calculate A in frequency space:

(37) Apa(K) = (27)2 / A2 (k, 2)Ko(k, 2) + pihea(K)

Here, ¢ and a are different measurements. Then, K (k) is row ¢, in the map-depth
matrix. The integral becomes

(38) / Z Kii/ (Z)ZJ (Z) Z J,¢ dZ = Z K”/ijl /(Z)Z/ (Z)(Z) (z)dz
Z-l i/jl
The overlap matrix, © is

(39) /¢> 2z = 0,

Theta is an input file in FITS format and has dimension N, x IN,.

/F() dZ—/ ZF/¢ () ZK /¢ dZ:Z‘F;,@le/K]/:FT@K
Z./j/
Construct A(k):

(41) Ak) = (27)2K*(k)OKT (k) + pA(k)

When K (k) is extracted from MAP_DEPTH_MATRIX, K, the dimensions are M x
N.. A(k) has dimensions M x M and is constructed in both cases (k = 0) and
(k #0).
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o If (k =0), Calculate C in real space:

(42) Cc—/Kc(x,y,z)
If

= K01

As long as the (k; = 0,ky, = 0,k, = 0) element of the Fourier transformed kernel
data is the sum of the magnitude of the real-space matrix elements, then, we can
use this equation for C:

(44) C=K(ky;=0,k,=0,k, =0)

K is M x N,, Theta is N, x N, then, we need something that is N, x 1. Dimension
of C submatrix is M x 1.
e Calculate t

(45) to(k) = (27)? / Kk, 2)T(k,z)dz = KTOT

K (k) has dimensions M x N, and 7 (k) has dimensions 1 x N. -- 1(k) needs to have
dimensions M x 1. Then, we need to take the transpose of 7 (k, z). In the code,
we’ll use this equation:

(46) t(k) = (2n)2K* (k)07 T (k)

for k=0 and k # O:
A, t, and C are elements of a matrix, B, which is part of a set of linear equations,
Bw = t. Solve for [w, A]. Dimensions of w are M x 1.
Construct matrix
(27)2h3 A(0) c} [w(O) ] _ [ h2E(0) ]
ct 0 AT 1/(2n)?

Calculate ¢ and solve for averaging kernel and noise.
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2.0.10. Finding ¢q. The equation for the model remains the same because there is no z-
dependence.

(47) q(k) = (2m)*0" (k)or (k)
(48) G(k) =T g(r)

2.0.11. Calculate Averaging Kernel. Construct averaging kernel, X = wK.

(49) K(x) = hiN? Z Z Wa(K) K, (K, 2)e™™*
a k
Substituting Ay = ]2\77;
(50) K(x) = (2m)°h3 Y ) e (k) Ka(k, 2)e™
a k

Performing calculation in frequency (wave) space ...

(51) K(k) = (27)* Y > " iba(k) Ka(k)
a k

(52) K(k) - K(x)

Dimensions of (k) are 1 x N,. Dimensions of 10, (k) are M x 1. Dimensions of K, (k) are
M x N,.

K(x) has dimensions N, x Ny x 1 x N,. The spatial integral of an averaging kernel
should be one.

2.0.12. Calculate Noise. The noise variance and covariance calculations remain the same
because they have no z-dependence.

3. 3D VECTOR INVERSIONS

Third implementation:

multiple scatterers, o > 1

K, Kernel data; three kernels for each map

Noise covariance, matrix A, is the identity matrix

7, map data

o, the horizontal full-width at half-maximum of the target function.

The difference between RLS and OLA inversions for 3d_vector is that RLS can calculate
all vz, vy, v, at the same time. With OLA, the inversion is performed for one scatterer at
a time, but using all the data, i.e. all the kernel files.

In the target function, 7, include the alpha index. This is the 3d_vector version. Be-
cause the OLA inversions are calculated separately for each scatterer (e.g. each vy, vy, v.),
three new problem dimensions (3d_vector x, 3d_vector_y, and 3d_vector_z) distinguish the
scatterer of interest.
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3.0.13. Approach. Original equation from Jackiewicz is

(53) 07a(r) = /®d27"dz Z KS(r' —r,2)q"(r', 2) + na(r)

For OLA inversion, first find q, given 7, K and n (noise) (Given d7 (measurement data),
K (kernel data), and n (noise)) by constructing averaging kernel.

Ghno(riz0) = /dZT/dZ’Ce(T'—r,z;zo)qg(r’,z)
®

+ /d2 'dz Z K(r' —r, z;20)q% (7', 2)

a,a#0

+ Zwa T, — T2 na(rz)

Construct averaging kernel, = wK. Indirectly. Actually, the averaging kernel defini-
tion is used in the equations to find w, when minimizing cost function X.
Once the weights, w, are found, we can find ¢ = wdT.

3.0.14. Finding inversion weights. Find weights, w, by minimizing a cost function, X,

(54) X(un) = / ey K (w3 20) — T(@520)> + 1Y walri; 20) Aap(rs — r5)ws (753 20)
© i.jab
First term is the misfit, the second term is the noise.
These are linear set of equations, solving for w and A, a Lagrange multiplier.
The target function changes slightly to include multiple scatterers.

112
(55) T%(x;20) = Cexp(——— H H ) X f(2;20)0a,0
h

The target function is a Gaussian, peaked at zy. o, controls the width of the Gaussian. C
is a constant to ensure that the spatial integral of the target is unity. All targets are zero
except for the scattter of interest, « = 6. o}, is Full Width at Half Maximum (FWHM).
For a normal distribution, FWHM = 2v/ 2l 20 or o, ~ 2 3540 The input parameter is Oh,
then o = 2m With the factor C' =
unity. The target function is a 2D Gau551an peaked at r = 0, multiplied by a 1D function
of the vertical coordinate. The target is possibly peaked at depth z = z.

(56) (z120) = Y _ fihi(2)

fi is an input FITS file which contains a matrix of dimensions (N, x 1). The inversion
code does not directly calculate f(z;zy) because the individual ¢;(z) values are not known.
f(z; z0) falls out of the calculation for 7 and is not needed. Gaussian (1 x 1) times f(z)
produces a map-depth matrix of 1 x (N, x «).
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Three dimensional vector inversions use the same f;(z) input file as 3D scalar inversion;
the dimension does not increase. Then the target function for each scatterer is zero ex-
cept for the one of interest. For example, with problem dimension 3d_vector_y, and flow
velocities v, vy, v, for scatterers, the target functions, 7% = 0,7" = 0, and T is the
Gaussian described in (55).

3.0.15. Algorithm. For each wave number, k, calculate the weights, w,, using:

(57) WENZY ™ Aca(K)iba(k) + 0o D CONY = hife(k), Ve, k
and

(58) h2N?2 Z C%Wa(0) = 4.9, You

Substituting definition of hj the equations become

(59) (27)%h3 ZAm ) + k0 ZCO‘)\O‘ = hii.(k),Ve, k
and

(60) (2m) Z CWa(0) = 4.9, You

Matrix A(k) has ¢ rows and a columns.
e Calculate A in frequency space:

(61) Ago(k) = (27)? / dz Y K& (k, 2) K¢ (k, 2) + phca(k)
Here, ¢ and a are different measurements. Then, K. (k) is row ¢, in the map-depth

matrix.
The integral becomes

0 [ | S K60 Z oy ()| ds = Y KKy [ 002000z
i/ i’j/
The overlap matrix, @ is

(63) /¢ 2)dz = Oy,

Theta is an input file in FITS format and has dimension (IV, x a) x (N, x ).

/F( VK dz—/ me;s (2) ZK 1¢s(2)| dz=> Fi0,,K,=FOK

g
(2
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Construct A(k):

(65) A(k) = (2m)? Y K**(k)OKT (k) + pA(k)

[0}

Consider keeping matrices as («, M). Keeping « as the rows, then we don’t need
to transpose.

Aca = ZK;CKQ,CL
o
A = K"eK

When K (k) is extracted from MAP_DEPTH_MATRIX, K, the dimensions are

M x (N, x«). A(k) has dimensions M x M and is constructed in both cases (k = 0)
and (k # 0).
o If (k =0), Calculate C in real space:

(66) C=co = / K@) d*w
©

If

(67) [1 =3 @-(z)]
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¢ = [darie.
(ZT)z;K(ks)k
T @)2/ Po 3 Kl ek
) wrr s
2t = (N im0
C = (2m)*(Az)? / LK (= 0.2)

With (Az)? = 1, we can use the k; = 0 element of the kernel and multiply it by
(27)? to get the spatial integral of the kernel.

K is M x (N, x a), Theta is (N, x a) x (N, X ), then, we need something that
is (N, x a) x a. Dimension of C submatrix is M x a. For 3d_vector, since d4 ¢
switches between one and zero depending on the « of interest, we need to have the
different values present in the matrix solution for £ = 0. J,,¢ will have three values
instead of one (as in the 3d_scalar case). Calculate C' separately for each .. Need
to separate C“ from each other. C“ is the spatial integral of scatterer, a. A special

form of 1 could be ...
Oa:l ch:Q ch:3

1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
0 0 1

with dimension (N, x a) x a.
e Calculate t

(68) (k) = (27)2 / R (k, )T (k, 2)d> = KTOT
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K (k) has dimensions M x (N, x a) and 7 (k) has dimensions 1 x (N, x a). #(k)
needs to have dimensions M x 1. Then, we need to take the transpose of 7 (k, z).

In the code, we’ll use this equation:

(69) t(k) = (2m)’K* (k)07 (k)

Remember, try to store matrices as (a, ¢) to avoid transpose of 7. 77 (k) could be

Ta:l
Ta:Z
Ta=3

All elements will be zero except where ov = 6 (the scatterer of interest).

Linear Equation Solve. For £k = 0 and k& # 0: A, t, and C are elements of a matrix, B,
which is part of a set of linear equations, Bw = t. Solve for [w, A\]. Dimensions of w are M

x 1.
Construct matrix
(2m)?h2A(0) Co=t Co=2 o3 w(0) h2t(0)
C§:1 0 0 0 A=l S 0/(2m)?
cr_, 0 0 0 A=2 T S0/ (2m)2
cr_, 0 0 0 Ae=3 Sa=30/(2m)?

Calculate ¢ and solve for averaging kernel and noise.

3.0.16. Finding q. With multiple scatterers, ¢ does not change dimensions.
weights, w,, the model is ¢ = ), w,07,.

(70) q(k) = (2m)*@" (k)57 (k)

(71) q(k) =TT q(r)

3.0.17. Calculate Avemging Kernel. Construct averaging kernel, K = wkK.
(72) - h4NQZZwa k)KC (K, z)e'kT
Substituting hy = JQV—’;

(73) K (z) = (2r) hQZZwa k)KC (K, 2)e'kT

Performing calculation in frequency (wave) space ...
(74) Ko (k) = 2m)2 S S (k) K
a k

(75) 2 (k) —FFT K ()

Given the
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Dimensions of (k) are 1 x N,. Dimensions of 1, (k) are M x 1. Dimensions of K, (k) are
M x N,.

K(x) has dimensions N, x N, x 1 x N,. The spatial integral of an averaging kernel
should be one.

3.0.18. Clalculate Noise. Construct Noise term, Cov.

(76) o = hiN2> > "1y (k) Ay (k) iy ()

ab k
Substituting hy = JQV—’; and performing calculation in frequency (wave) space,
(77) Cov(k) = (2m)" Y~ s (k) Agp (k) i (k)
a,b

The noise variance (02) is a single number and it is the value of the noise covariance at
(6x,dy) = 0, the center point of the noise covariance matrix.

(78) Cov(k) =T Cov(x)
The noise covariance matrix has dimensions N; x N, x 1 x 1.

3.0.19. Calculate d ~. This calculation does not make sense in the 3d_vector case because
we would need all three v.,v,,v, pieces of information to reconstruct the map. This
calculation could be performed as a separate task.

4. 3D VECTOR PLUS KERNEL WEIGHT VECTOR (EXPERIMENTAL)

Fourth implementation:
e add a weight vector as input parameter to scale the individual K.
The input will be the same as in the OLA 3d_vector inversion with the addition of a Kernel
weighting vector wi, we, ws:
M (RLS) = K (OLA), Kernel data; three kernels for each map
Noise covariance, matrix A, is the identity matrix
7, map data
o, the horizontal full-width at half-maximum of the target function.

(79) wi(Ky = T1)* + wi(Ka — T)* + wi (K3 — T3)?

which is the same as scaling the kernels and target function by the weights.

(80) = (w1 K1 — wTi)? + (wa Ko — waT3)? + (w3 K3 — w3 T3)?

Question: Are we using kernels K or averaging kernels K here? I think it is averaging
kernels?
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APPENDIX A. APPENDIX: DESIGN AND IMPLEMENTATION DECISIONS

A.1. Requirements and Code Changes. tdinvert is replaced by OLA. So, tdinvert
should be RLSInvert. Then we can have OLAInvert. The matrix, linearEqSolve, fftw, read
and write FITS can be reused. Convert these to libraries.

Requirements:

e separate executables for OLAInvert and RLSInvert.
Need to do:

e LambdaSet should really be Range then, lambda (RLS) and mu (OLA) are in-
stances of Range.

A.2. Input File. Some design considerations: If we don’t use 2D’ for OLA inversion and
infer either 2D or 3D from the z-dimension of the kernel file(s), then the same input file
can be used for OLAInvert and RLSInvert. The Regularization matrix (RLS) or Overlap
matrix (OLA) oops, they mean different things base on the type of inversion, so they
cannot be the same input file. Plus, 4 and ¢ mean different things than A\; and Xo. So,
there is no reason to try to keep the input files the same for RLS and OLA. The meaning
of the inputs are different. The code for parsing the input files can be the same, however.
The RLS/OLA code can then interpret the meaning of the parameters.
Parse the kernel-map pairs. Need to know if kernel-map pairs are:

e single kernel files (1D)
e kernel-map pairs (2D, 3D scalar)
e kernell, kernel2, kernel3, map triples (3D vector)

Also, need to know where lambda parameters are located. Which line of input? Just parse
the input file into lines, send these lines to RLS/OLA. Let RLS and OLA determine the
meaning of the lines based on the problem dimension.

The python script, invert, verifies files and directories exist, copies input files, versions
the output directory, and calls the appropriate executable.

e o, the horizontal full-width at half-maximum of the target function (input param-
eter).
e 4, input parameter.
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Parameter OLA RLS
dimension 2d, 3d-scalar, 1d, 3d-scalar,
3d-vector x, _y, z 3d-vector
output base directory yes yes
base dir for kernels yes yes
base dir for maps yes yes
kernel-map pairs Kand 7 M and d
noise covariance A C
Regularization matrix no R
Averaging Kernel and noise depth calculations yes yes
looping parameters W, o AL, A2
Full-width at half-maximum of
2D Gaussian for Target function o no
overlap (3D scalar only) 0 no
1D function of z, f(z)
for Target function (3D scalar only) f no

A.3. Libraries. Libraries or core should contain:

matrix (uses fitsio object?)

MapDepthMatrix (uses MATRIX object)

linearEqSolve (uses MATRIX object)

read and write FITS files (uses MATRIX, MAP_DEPTH_MATRIX, and fitsio ob-
jects)

o fftw (uses MATRIX and fitsio objects)

e Parser for input file (Parser)

Use shared libraries instead of static libraries, because shared libraries produce smaller
executable files and the library can be updated without recompiling the programs as long
as the interface to the libraries doesn’t change. Place libraries in

/usr/local/lib

Typedefs and structs are not part of a library, these header files are separate and need to
be placed in

/usr/include/coranf

Use gce — Idir to compile with shared library headers. Think about how to structure code
for release with shared libraries.
Reference

http://wwuw.network-theory.co.uk/docs/gccintro/gccintro_25.html

The simplest way to set the load path is through the environment variable

LD_LIBRARY_PATH.

Currently, Makefiles contain link command with
-Wl,-rpath,$(DEFAULT_LIB_INSTALL_PATH)
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“During development, there’s the potential problem of modifying a library that’s also used
by many other programs — and you don’t want the other programs to use the ‘developmen-
tal’ library, only a particular application that you’re testing against it. One link option
you might use is 1d’s ‘rpath’ option, which specifies the runtime library search path of
that particular program being compiled. From gcc, you can invoke the rpath option by
specifying it this way:
-Wl,-rpath,$(DEFAULT_LIB_INSTALL_PATH)

If you use this option when building the library client program, you don’t need to bother
with LD_LIBRARY _PATH (described next) other than to ensure it’s not conflicting, or
using other techniques to hide the library.” From

http://tldp.org/HOWTO/Program-Library-HOWTO/shared-libraries.html
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