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Materials and Methods

The analysis here uses focus depths of 45, 54, 64, and 76 Mm below the surface. Separate

phase-speed filters, for each of the four depths were applied to the time-series of Doppler data.

The filters are Gaussians with values of one and one-half at the highest and lowest wavenumbers

respectively, at 4mHz, listed in Table 1 of (6), which also lists the radii of the annuli employed

for each depth. A boxcar frequency filter spanning 2.5 to 5.5 mHz was also used. Travel times

were extracted from correlations between the egression and ingression amplitudes using the

phase method (13). Greens functions were computed using the the eikonal approximation in

spherical coordinates (14). A convolution in time and in Cartesian spatial coordinates of the

Greens function with the Doppler data, using Postel projections, was used as an approximation

to compute the egression and ingression amplitudes (14). This “plane-parallel” approxima-

tion is computationally efficient but causes a spatially-varying bias, and other distortions of the

travel-time-shift maps (14), which increase with the distance from the Postel tangent point (the

plane-parallel approximation is accurate at the center of the Postel projection). These effects

were minimized by placement of the Postel tangent point within a heliocentric angle of 0.07

radians of the position of the reported signatures and removing a second-order two-dimensional

polynomial, in the Cartesian coordinates of the Postel projection, from each travel-time-shift

map. Tests (see Fig. S1) show that the remaining effects of the distortion are acceptably small

for the work discussed here. The egression-ingression correlations are computed for diamet-

rically opposed arcs in the annulus, which have arc lengths identical to those employed for

averaging the Doppler signal in the time-distance analysis of Ilonidis et al. (1). I define an “arc

configuration” to be one of 20 sets of (five) arc lengths and (four) angular orientations of the

arcs used by Ilonidis et al. (1). Egression-ingression correlations are computed here using the

same twenty arc configurations employed in the time-distance analysis, albeit with the wider

annuli specified in (6). Fig. 1 shows maps of the travel-time shifts averaged over the four target
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depths while Fig. S2 shows maps for the individual target depths.
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Fig. S1 A test of the distortion introduced by the use of the plane-parallel approximation, where

the application of the holographic Green’s function is performed using a temporal and (two-

dimensional Cartesian) spatial convolution of the Green’s function with the MDI Doppler data.

(A) A portion of a depth-averaged travel-time shift map computed with 6 hours of MDI data

remapped onto a Postel projection with the tangent point at the center of the frame. This ex-

ample employs only a single arc configuration (with 14 arcs) of the holography annulus. The

panels (B - D) show the maps for the same region but with the tangent point of the Postel pro-

jection located at increasing increments of 0.1 radians (69.6 Mm) away from the center towards

the top of the page. (E) Quantitative comparisons of travel-time shifts in the maps made with

increasing distance (horizontal axis) of the Postel tangent point from the center of the map. The

solid lines show the root-mean-square (RMS) of the travel-time shifts in the given map while

the dotted lines indicate the RMS of the difference between the given map and the map at zero
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tangent-point distance (referenced to the left axis), and the dashed lines indicate the correlation

coefficient between those maps (referenced to the right axis). The comparisons use a centered

200 Mm diameter circular portion of the maps and the red and blue colors indicate results for

arc configurations with 6 and 14 arcs respectively. For the purposes of this study distances of

up to 200 Mm, where the resulting RMS differs by less than a second and the maps are nearly

indistinguishable by eye from the tangent-point centered map, are deemed acceptable.
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Fig. S2 Travel-time shift maps for the individual target depths. The columns indicate the four

different active regions, in the same order as in Fig. 1. The rows (top to bottom) indicate depths

of 45, 54, 64, and 76 Mm below the surface. The dashed circles are the same target regions

shown in Fig. 1. Black (white) contours indicate travel-time shifts of +10 (-10) s. The noise

is estimated to be about 3 s. The vertical distance between the target depths is smaller than

the vertical wavelength of acoustic waves used in the analysis which results in a significant
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correlation between the individual maps.
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Fig. S3 Properties of the travel-time shifts within the 50 Mm diameter target regions shown

in Fig. 1. Panels A through D show results for AR 07978, AR 08164, AR 08171, and AR

10488 respectively. The connected red dots indicate ±3σ where the noise σ represents the

RMS of the travel-time shifts over an annulus spanning 110 and 195 Mm from the center of

each map. The black dots indicate the average over the target regions shown in Fig. 1, and

the blue dots indicate the minimum and maximum values. The results are shown as a function

of the cumulative number (N ) of arc configurations which contribute to the travel-time shift

determinations. The order of the arc configurations is from large to small arc lengths, such

that N = 1 through 4 correspond to the four angular orientations of the 6-arc geometry, N =

5 to 8 correspond to the four angular orientations of the 8-arc geometry, and so on, up to the

14-arc geometry (the vertical dashed lines indicate each switch to a larger number of arcs). The

noise decreases as the first four configurations are used, then increases with greater N . This is
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apparently the result of increasing noise in the maps made with smaller arc lengths (the noise in

depth-averaged travel-time shift maps made with individual arc configurations increases from

∼ 2 to ∼ 2.7 s as the number of arcs varies from 6 to 14). For N > 8 there appears to be no

substantial change in either the minimum, maximum, or mean value within target regions as

N is increased. Fig. S4 shows examples of individual travel-time shift maps with different N .

For the final maps (from correlations summed over all 20 arc configurations) the typical RMS

is about ∼ 2 s, although differences of up to ∼ 0.7 s are observed between datasets. These

differences appear to reflect the presence of of data gaps and possibly long-term changes in the

instrument (for example, changes of focus).
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Fig. S4 Examples of travel-time shift maps as the number of arc configurations used in the

analysis is increased. (A) The travel-time shift map for the target region below AR 10488 with

just a single orientation of the 6-arc configuration (i.e. N = 1 in Fig.S3 averaged over the four

target depths. (B) Averaged map for N = 4. (C) Averaged map for N = 8. (D) Averaged map

for N = 12. (E) Averaged map for N = 16. (F) Averaged map for N = 20.
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