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Abstract

Recently we have begun to appreciate more fully the degree and the consequences of variability in gravity wave (GW) forcing of the middle atmosphere. Such variability arises for a number of reasons. GW sources in the lower atmosphere reflect the significant spatial and temporal variability of normal meteorological processes. GW amplitudes and characteristics are modulated by the wind and temperature fields through which they propagate. Nonlinear interactions and instability processes impose or amplify variability in energy and momentum transport and deposition. Finally, variability appears to be greatest among GWs occurring at the smaller spatial scales and periods that account for the majority of energy and momentum transports into the middle atmosphere. This paper both surveys recent findings and introduces new results.
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1. Introduction

We have known for many years that gravity wave (GW) amplitudes and characteristics exhibit considerable variability in the lower and middle atmosphere. The dominant sources in the lower atmosphere, including convection, orography, and wind shear, all yield GWs having spatial and temporal scales reflecting source characteristics because GW excitation can often be viewed as a linear or quasi-linear response to what is often a highly nonlinear process. The various sources of GWs in the middle atmosphere, and the GW characteristics arising from them, were recently reviewed in some detail by Fritts and Alexander (2003). It is generally believed, for example, that both the spatial scales and temporal behavior of convection and the environmental shears in which convection occurs contribute to the characteristics and anisotropy of the resulting GW field. Orography also leads most often to a linear GW response that reflects the spatial scales and orientation of the terrain. Wind shear, in contrast, may favor excitation via a nonlinear mechanism, so-called “envelope” radiation, because the linear growth rates of the larger horizontal scales that can propagate vertically away from the shear are much smaller than the growth rates of the smaller-scale Kelvin–Helmholtz (KH) instability that itself imposes the envelope (or packet) scale. Other source mechanisms are also operative, including frontal dynamics and adjustment processes, and contribute to the
GW spectrum over a wide range of scales, but these have not been studied as extensively to date (see Fritts and Alexander, 2003).

Once excited, GWs propagate through an atmosphere that itself exhibits variability on all possible spatial and temporal scales. Over a large range of scales, ~1–1000 km and a few minutes to tens of hours, this variability is imposed by the GW spectrum itself. Variability at smaller and larger scales accompanies turbulence arising most often from GW instability processes (and convection at lower altitudes) and planetary-scale motions (tides and planetary waves). A variable environment contributes both coherent (systematic) and incoherent (random) variations in GW properties, with the coherent responses determined to a large extent by a linear dispersion relation (and ray equations) relating GW phase speeds (or intrinsic frequencies) and wavenumbers to environmental density, stratification, winds, and shears. GW scales range from horizontal wavelengths of ~10–1000 km and vertical wavelengths of ~1–100 km and intrinsic frequencies range from the inertial to the buoyancy frequency, with both the vertical wavelength and the intrinsic frequency determined initially by source conditions and thereafter by the GW propagation environment. Of greatest relevance in this paper are the variations that occur in intrinsic phase speed (or vertical wavenumber) and vertical group velocity, since GWs attaining large amplitudes and high vertical group velocities can dominate GW influences at greater altitudes.

Nonlinear dynamics occurring within a GW field also contribute to, and may indeed amplify, variability arising from linear dynamics alone. This is because all GWs are inherently unstable to a wide range of perturbations. At smaller amplitudes, these instabilities manifest as systematic exchanges of energy among GWs exhibiting weak “resonant” interactions (Klostermeyer, 1991; Vanneste, 1995; Sonmor and Klaassen, 1997) that are believed not to impact GW momentum transport. At larger amplitudes, however, these instabilities lead to GW dissipation, breaking, turbulence, spectral energy transfers, and divergent momentum fluxes that play prominent roles in middle atmosphere dynamics (Fritts, 1984a, 1989; Dunkerton, 1987, 1989; Sonmor and Klaassen, 1997; Fritts and Alexander, 2003). Instability dynamics also impose both mean and spatially and temporally localized flux divergence that forces the zonal mean circulation and excites additional GWs at higher altitudes (Fritts et al., 2003; Vadas and Fritts, 2001; Vadas et al., 2003).

The purpose of this paper is to review and update our understanding of the causes and effects of mean and variable GW forcing of the middle atmosphere. Characteristics and influences arising from various GW sources are described in Section 2. These suggest very different influences by different sources, both in GW character and in their geographic and temporal distributions. Propagation effects and contributions to forcing variability are discussed in Section 3. These provide several mechanisms by which localized GW forcing can arise. Section 4 reviews the implications of nonlinear interaction and instability processes for mean and variable GW forcing. Nonlinear processes are likely the least quantified at this time; we are, nevertheless, beginning to understand the range of important dynamics in a qualitative manner. Our results are summarized in Section 5.

2. GW source characteristics

This section reviews GW character and variability due to the dominant GW sources as we understand them at present. As noted above, the sources we believe to dominate GW excitation in the lower atmosphere are convection, orography, and wind shear, though these vary with geography, season, and local meteorology. Other sources are also important under certain conditions and/or for specific portions of the GW spectrum. These include frontal dynamics, adjustment of unbalanced flows, wave–wave interactions, local body forcing (effectively the local acceleration accompanying GW dissipation and momentum flux divergence), and a few others likely less important.

2.1. Convection

Both satellite and balloon studies have revealed that GW variances are largest throughout the stratosphere at equatorial latitudes (Fetzer and Gille, 1994, 1996; Allen and Vincent, 1995; Tsuda et al., 2000; Alexander et al., 2000). This appears to be largely a result of the importance of deep convection as a major source of GWs and the presence of most deep convection in the tropics (Salby and Garcia, 1987; Taylor and Hapgood, 1988; Fritts and Nastrom, 1992). It has also been argued, however, that the large mean variances at tropical latitudes are due, in part at least, to an
observational bias favoring the detection of slow moving inertia-GWs (Alexander et al., 2002).

Deep, fast convection excites GW having large vertical scales and high intrinsic frequencies and phase speeds (Fovell et al., 1992; Dewan et al., 1998; Piani et al., 2000; Lane et al., 2001; Horinouchi et al., 2002; Sentman et al., 2003; Vadas and Fritts, 2004). Mesoscale convective complexes (MCC) also organize convection on much larger scales, however, and additionally excite considerable GW activity near inertial frequencies that may have significant influences to high altitudes (Pfister et al., 1986; Tsuda et al., 1994; Karoly et al., 1996; Shimizu and Tsuda, 1997; Garcia and Sassi, 1999; Wada et al., 1999; Vincent and Alexander, 2000).

Three mechanisms are thought to describe approximately GW generation by convection. These are (1) thermal forcing via latent heat release that excites vertical scales comparable to the forcing depth (Bergman and Salby, 1994; Alexander et al., 1995; Piani et al., 2000), (2) the “obstacle” or “transient mountain” effect in which wind shear at cloud top imposes relative motion over convective cells (Clark et al., 1986; Pfister et al., 1993a,b; Alexander and Vincent, 2000; Vincent and Alexander, 2000), and (3) a “mechanical oscillator” effect in which oscillatory convective plumes project those periods onto the GW field (Fovell et al., 1992; Lane et al., 2001). More recently, Lane and Clark (2002) revisited the convective boundary layer problem and concluded that GWs were excited primarily by oscillatory motions with GW structures determined largely by filtering thereafter. The relative importance of heat and momentum flux convergence and diabatic forcing was also examined by Song et al. (2003). They concluded that forcing by net flux convergence is comparable to diabatic heating, that these sources are largely out of phase, and that the net effect is less efficient excitation of GWs that are able to reach the stratosphere.

Other processes also operate to make convection a highly variable GW source. Wind shear in the troposphere yields tilted convection and GWs having that same preferred phase tilt and direction of propagation. While GW scales depend in large part on the spatial scales of convection, the temporal behavior poses an additional constraint, essentially eliminating GW periods shorter than the characteristic time scale of the convection (Vadas and Fritts, 2004). The net effect is convectively generated GWs that span horizontal scales of ~10–1000 km and periods of minutes to 10’s of hours, with the largest amplitudes, frequencies, and momentum fluxes accompanying convection that is deep, spatially localized, and fast (Piani et al., 2000; Lane et al., 2001; Vadas and Fritts, 2004).

Examples of the GW patterns arising from an analytic description of convective plumes and the corresponding frequency and vertical wavenumber spectrum exhibiting a range of spatial and temporal scales are shown in Fig. 1 (Vadas and Fritts, 2004). For these choices of source scales, the dominant responses and momentum fluxes occur at horizontal and vertical wavelengths of ~40 and 14 km and periods of ~15 min (~3 buoyancy periods, T_b). The forcing geometry and the character of the GWs excited are shown in the left panel of Fig. 2. Deep and relatively narrow sources lead to GWs having large vertical scales and steep phase slopes. Because such motions also have high phase speeds and vertical group velocities, they may penetrate to high altitudes in a variety of environments. It is important to note, however, that those GWs that achieve very high altitudes have similar frequencies (ω~N/3) but significantly larger spatial scales, horizontal and vertical wavelengths of ~100 and 40 km, respectively (see Vadas and Fritts, 2004).

2.2. Orography

GW generation by orography has been studied extensively because such waves have effects throughout the atmosphere. At lower altitudes, mountain waves may induce strong local flows and wave drag that influence surface flows and tropospheric jet structure and are important for numerical modeling of tropospheric weather. But GWs generated by orography may also penetrate to much greater altitudes and influence the local and zonal mean structures of the stratosphere, mesosphere, and lower thermosphere (Preusse et al., 2002; Jiang et al., 2002, 2003, 2004; Kim et al., 2003; Fritts and Alexander, 2003). Mountain wave forcing is often approximately linear, though strong non-linear, or resonant, responses (dowslope or “chinook” winds) may develop on the lee slope when atmospheric structure is suitable. Such forcing also varies strongly with terrain height, scale, and orientation. Flow may be around rather than over terrain if the Froude number, Fr = U/Nh, is small or the terrain is three-dimensional (3D) or aligned along the flow; the flow may also separate from the terrain, leading to much smaller GW responses. Like convection, orography excites GWs having a
wide range of spatial scales and intrinsic frequencies, with the dominant fluxes and effects accompanying waves having large amplitudes, small scales, and high intrinsic frequencies. But unlike convection, mountain waves have phase speeds near zero and thus penetrate to high altitudes only when sufficiently nonzero winds (along the plane of propagation) extend throughout the atmospheric column, a process that appears to occur at only a few preferred sites (Jiang et al., 2002; Preusse et al., 2002). While 3D orography induces 3D GW propagation (Broutman et al., 2002, 2003, 2004), the dominant momentum fluxes are associated with GWs propagating upstream relative to the local mean flow exciting the GW response.

2.3. Wind shear

Wind shear is believed to be a statistically significant source of GWs near the tropopause and at higher altitudes, based on modeling and observational studies. Modeling has suggested that the most likely source mechanism may be envelope radiation, as linear growth of larger-scale GWs cannot compete with that of the KH instability (Fritts, 1984b; Chimonas and Grant, 1984; Scinocca and Ford, 2000; Bühler et al., 1999). Other studies have revealed enhanced variances in the vicinity of jet stream shears or argued that such a source is likely to contribute significantly to the momentum budget of the middle atmosphere (Fritts and Nastrom, 1992; Bühler and McIntyre, 1999). Thus, while we believe that wind shear is likely an important
source, this source is more poorly understood and quantified than convection and orography at this time. We do know, however, that phase speeds must be comparable to mean winds at the source altitude (from the Miles-Howard semi-circle theorem). We suspect that such forcing leads to horizontal scales that are 10’s rather than hundreds or thousands of km because KH patches appear nearly always to be limited in their horizontal extent (Fritts and Alexander, 2003; Hecht et al., 2005). Finally, we know that such a nonlinear process is highly intermittent because it results from the exponential growth of KH shear instability, in which KH growth and turbulent breakdown occupies only a few $T_b$ (Palmer et al., 1996; Fritts et al., 1996a; Werne and Fritts, 1999).

2.4. Adjustment processes

Adjustment processes of unbalanced flows encompass a wide range of approximations and dynamics (McIntyre, 2003). The most simplistic of these is an imbalance at some order of approximation that arises either from an initial unbalanced state (Rossby adjustment) or as the large-scale flow evolves from (or is perturbed from) a balanced to an unbalanced state (“spontaneous” adjustment) (see McIntyre, 2003). In general problems, this adjustment involves alteration of the 3D wind and geopotential fields to attain a new balanced state and the radiation of inertia-GWs (IGWs) to accommodate energy and momentum conservation. Spatial and temporal scales for such processes vary widely, with spontaneous adjustment of large-scale flows (such as jet structures or troposphere–stratosphere exchange events) occurring on scales of hundreds or thousands of km and many hours. At the other end of the spectrum, instability dynamics, specifically shear instability and GW breaking, can result in small-scale flows (10’s of km or less) that evolve to an unbalanced state on time scales of an hour or less.

Large-scale adjustment processes having long time scales are illustrated schematically in the right panel of Fig. 2, with emergence of IGWs having large horizontal scales, much smaller vertical scales (because jet streams are much thinner than they are wide), and a dominance of intrinsic frequencies near the inertial frequency (Fritts and Luo, 1992; Luo and Fritts, 1993; Vadas and Fritts, 2001). Smaller-scale adjustment processes can exhibit a wide range of spatial and temporal scales, depending on the geometry and the time scale of the event. For example, rapid events can be triggered by rearrangement of the local wind and temperature structure due to KH shear instability (Bührer et al., 1999) occurring on spatial scales of $\sim$1–10’s of km and time scales of a few $T_b$ (Werne and Fritts, 1999; Fritts and Alexander, 2003) or to the body forcing (see below) accompanying GW momentum flux divergence in a local breaking event. In all cases, however, the resulting GW scales are determined by a combination of event spatial and temporal scales.

A deep, narrow, fast event will lead to GW excitation resembling the left panel in Fig. 2. A wide, shallow event (right panel of Fig. 2) will lead to IGW excitation only, independent of whether the time scale is fast or slow, because the source has no spatial components having steep phase slopes. In cases where the event spatial scales are deep and narrow, but the time scales are long, there is a mismatch between the intrinsic frequencies implied by the spatial geometry and the slow evolution of the flow, and the radiation of high-frequency GWs is suppressed (Lighthill, 1978, Section 4.9; Vadas and Fritts, 2001). Indeed, as the time scale for adjustment becomes very long, GW radiation becomes negligible, but the new balanced mean state is independent of the time scale of the adjustment (Vadas and Fritts, 2001; Bührer and McIntyre, 2005). The IGW field and two-dimensional (2D) wavenumber-frequency spectrum arising from spontaneous adjustment having Gaussian geometry, a length, width, and depth of 500, 100, and 2 km (full-width, half-maximum, FWHM), respectively, and a time scale of 1 h (FWHM) is shown for comparison with the response to deep, fast forcing in Fig. 3. The results displayed here employed a Fourier–Laplace transform that represents an exact solution of the linear Boussinesq equations (Vadas and Fritts, 2001).

2.5. Local body forces

The role of localized GW breaking as a source of middle atmosphere variability and additional GWs having significant influences at higher altitudes is likely under-appreciated at present. However, the tendencies (1) for sources of high-frequency GWs to be spatially localized, intermittent, and strong, (2) for GWs having large-amplitudes and large momentum fluxes to also be spatially localized at higher altitudes, and (3) for instability dynamics to lead to rapid, local breaking and momentum flux
divergence (see below) together suggest that GW forcing of the large-scale flow is more likely to be intermittent and variable than smooth, systematic, and uniform. Thus, while the mean response to GW forcing is the same whether forcing is uniform or highly variable in time (apart, perhaps, from influences of larger-scale wave motions and filtering, see below), local GW instability, momentum flux divergence, and forcing are likely an increasingly important source of additional GWs at higher altitudes.

GWs arise from wave breaking regions in two ways. One is via direct nonlinear interactions that excite other GWs at smaller scales (or higher harmonics) of the parent GW (see below). The second is via the adjustment process accompanying rapid, local body forcing due to local instability and momentum flux divergence and has been addressed by Zhu and Holton (1987), Vadas and Fritts (2002), and Vadas et al. (2003). As discussed above, the spatial scales and intrinsic frequencies of the resulting GWs depend on the spatial and temporal scales of the body forcing event, but it is noteworthy that deep, rapid instability processes can lead to GWs having significantly larger scales and vertical group velocities than the GW undergoing instability. In such cases, the radiated GWs may penetrate to, and have influences at, very much higher altitudes than the initial GW itself. One additional caveat that is important to note is the requirement that the time scale for initial GW propagation, essentially its period, be shorter than the time scale of the radiated GWs, for the same reasons as discussed for adjustment processes above (Bühler and McIntyre, 2005).

An example of an apparent strong local GW breaking and body forcing event seen in the OH airglow emission by Yamada et al. (2001) and diagnosed by Fritts et al. (2002) is shown in Fig. 4. This event occurred on horizontal and vertical scales of \( \sim 50 \) and 10–20 km, a time scale of a few \( T_b \) (\( \sim 10 \) min or less), and accompanied a GW having a high intrinsic frequency, a large vertical wavelength, and attaining a very large amplitude prior to instability. The estimated spectrum of radiated GWs was found to be qualitatively like that shown in Fig. 1, seeming to confirm the potential importance of such instability events as another source of GWs at higher altitudes.

2.6. Other sources

Additional GW sources likely to be important in the lower and middle atmosphere include frontal dynamics and wave–wave interactions. Others likely play a smaller role. Frontogenesis leads to IGW excitation because of the large horizontal scales involved (Griffiths and Reeder, 1996; Reeder and...
Griffiths, 1996) and is very like jet stream adjustment as a source. Associated convection and instability dynamics may excite GWs at the other (higher) ends of the wavenumber and frequency spectra, as noted above. Wave–wave interactions operate across the full range of the GW spectrum and will be discussed further below.

2.7. GW energy and momentum flux spectra

Collectively, GW sources and interactions in the lower and middle atmosphere contribute to the establishment of a “mean” GW spectrum having near-universal shapes in frequency and wavenumber, despite many reasons to expect otherwise (VanZandt, 1982; Fritts and VanZandt, 1987, 1993; Tsuda et al., 1991; Nastrom et al., 1997; Fritts and Alexander, 2003). A schematic of the mean spectra of horizontal and vertical GW energy density with intrinsic frequency is shown in the left panel of Fig. 5 and emphasizes what we see in essentially all ground-based observations: GW energy density peaks near the inertial frequency and has a near-universal slope of $-2$. Limited in situ measurements of the intrinsic frequency spectrum using constant-pressure balloons by Hertzog and Vial (2001), however, suggest a somewhat steeper slope of the intrinsic frequency spectrum of $-3$. The corresponding frequency distribution of momentum flux inferred from the energy spectra and the dispersion relation (and confirmed by multiple observations, see Fritts and Alexander, 2003) is shown in the right panel of Fig. 5. Note that the momentum flux, representing both vertical transports of horizontal momentum and meridional transports of heat (relevant only for IGWs), may be written in the form

$$\bar{u}'w' \left(1 - f^2/\omega^2\right),$$

so that the two contributions exactly cancel at the inertial frequency (Andrews and McIntyre, 1976; Fritts and Alexander, 2003).

These energy and momentum flux spectra emphasize an important point that is often overlooked
in assessing GW influences in the lower and middle atmosphere: dominant energies and momentum fluxes occur at opposite ends of the frequency spectrum. Thus the GWs having the largest amplitudes, energy densities, and horizontal scales (hence the most easily observable in many data sets) are not the GWs having the largest energy and momentum fluxes and atmospheric effects.

3. Influences of propagation

It is well known that GWs are strongly influenced by the environments through which they propagate. In most cases, this propagation can be described by approximately linear dynamics. There are, however, circumstances, especially for larger-amplitude GWs or for GWs in sheared and time-dependent environments, where numerical studies suggest either significant departures from the expectations of linear theory or unusual behavior, GW responses, or structure (Broutman, 1986; Broutman and Young, 1986; Zhong et al., 1995; Broutman et al., 1997; Buckley et al., 1999; Sutherland, 1999, 2000, 2001; Sonmor and Klaassen, 2000; Fritts and Alexander, 2003). Representative ray paths for GWs having varying initial intrinsic frequencies in a sheared environment are shown in Fig. 6. In this example, the mean wind profile exhibits a westward shear above the GW source which refracts GWs having both eastward and westward phase velocities. To understand linear GW propagation, we employ the approximate linear dispersion relation for GWs propagating in an east–west plane for which rotational and shear effects are not important, which is given by

\[ m^2 = k^2(N^2/\omega^2 - 1) - 1/4H^2, \]  

where \( k \) and \( m \) are the horizontal and vertical wavenumbers, \( N \) the buoyancy frequency, \( \omega = k(c - U) \) is the intrinsic frequency, \( c \) and \( U \) are the GW phase speed and mean wind in the direction of GW propagation, and \( H \) the density scale height, typically \( \sim 7 \) km.

GWs having eastward propagation experience increasing \( \omega \) within the wind shear. Initial frequencies that cause \( N^2/\omega^2 \) to become sufficiently small that \( m^2 \) falls below zero within the shear layer become evanescent at greater altitudes (they encounter a turning level) and reflect in the vertical. Other GWs having larger initial \( m \) and shallower propagation paths also exhibit refraction to smaller \( m \) and higher intrinsic frequencies (steeper propagation angles), but maintain positive \( m^2 \), continue their upward propagation, and induce an eastward body force where these GWs are dissipated.

GWs having westward propagation experience decreasing \( \omega \) within the shear layer. In this case, initial frequencies for which the corresponding phase speed, \( c \), is less negative than the maximum negative wind speed, \( \omega \) becomes zero (where \( c = U \)) and the linear dispersion relation implies that the GW encounters a critical level and is trapped at this level. For GWs having larger negative phase speeds, \( \omega \) remains finite, \( c < U \) everywhere, and these GWs refract to smaller vertical scales and shallower propagation, but retain their upward propagation and apply a westward body force where they dissipate.

Departures from this simple picture arise for a number of reasons. Two of those that impact GW spectral evolution are time dependence and a component of vertical motion of the local mean flow. Together, these result in significantly different interactions among diverse scales of motions, and different implications for spectral energy transfers, than when these effects are neglected (Bruhwiler and Kaper, 1995; Zhong et al., 1995; Broutman et al., 1997; Eckermann, 1997; Walterscheid, 2000). GW transience and packet localization likewise have some interesting effects, among them GW instability accompanying “self-acceleration” and instability and permanent mean-flow changes at large GW amplitudes during turning level encounters (Sutherland, 1999, 2000, 2001).

Finally, GWs are strongly modulated by tidal and planetary wave motions, leading to strong GW
filtering (Walterscheid, 1981; Smith, 1996) and significant modulations of GW variances and momentum fluxes at tidal (Fritts and Vincent, 1987; Wang and Fritts, 1991) and planetary wave periods (Thayaparan et al., 1995; Isler and Fritts, 1996; Nakamura et al., 1997; Manson et al., 1998). These GW modulations lead, in turn, to feedbacks on tidal and planetary wave structures, but there is considerable uncertainty at this time, with the magnitude (and sign) of the effect dependent on the GW parameterization employed (see Fritts and Alexander, 2003, for a review).

4. Nonlinear processes

For the discussion here, we classify nonlinear processes as wave–wave interactions, instability dynamics, or wave–mean flow interactions, though, as will be seen below, this is somewhat oversimplified and, depending on the scales involved, a number of processes can be viewed from more than one perspective. We will consider wave–wave interactions to include dynamics that can be described approximately by weakly nonlinear resonant interactions among three GWs (or more generally among GWs and vortical modes, see Mied, 1976; McComas and Bretherton, 1977; Yeh and Liu, 1981; Müller et al., 1986; Dong and Yeh, 1988; Yeh and Dong, 1989; Dunkerton, 1989; Fritts and Alexander, 2003). Instability dynamics, in our discussion, include smaller-scale processes that are typically 3D, comprise “tube-like” vortex structures, occur within a preferred phase of a large-amplitude GW, and arise by extracting energy from the GW through buoyancy and/or shear sources (Klostermeyer, 1991; Lombard and Riley, 1996; Fritts et al., 1996b, 1998, 2003; Sonmor and Klaassen, 1997; Fritts and Alexander, 2003). Wave–mean flow interactions include the responses of the mean flow (or larger-scale motions) to GW momentum flux divergence and the mean and spatially and temporally localized body forces that arise from this divergence (Vincent and Reid, 1983; Fritts and Vincent, 1987; Zhu and Holton, 1987; Vadas and Fritts, 2001; Fritts et al., 2002). Each of these processes is discussed in greater detail below.

As an example of the complexity that can arise in instability studies, we show in Fig. 7 predictions of instability growth rates for various streamwise and spanwise wavenumbers (α, β) scaled by the GW total wavenumber following the methodology of Lombard and Riley (1996). Here, “streamwise” refers to the direction of propagation of the GW, whereas “spanwise” refers to the cross-stream, or horizontal orthogonal, direction. These plots reveal that instability alignment, scales, and growth rates are all strong functions of GW amplitude, frequency, and Reynolds number and that there are, in general, multiple possible instability structures having comparable growth rates for any combination of GW parameters. This complicates both applications of instability theory and interpretations of apparent instability structures in observed flows in the atmosphere and the laboratory. It also means that there may be competing instabilities (having very similar growth rates, but very different orientations, scales, and energetic sources) in any specific flow. Similar results are obtained with the methodology of Sonmor and Klaassen (1997), though their presentation emphasizes only those modes having the dominant growth rate at each point in parameter space. Klostermeyer (1991), Lombard and Riley (1996), and Sonmor and Klaassen (1997) all also identify links between instability structures at small and large amplitudes and other modes identified by previous authors (Hines, 1971, 1988; Yeh and Liu, 1981).

The situation is further complicated in recognizing that optimal perturbation theory (Farrell and Ioannou, 1996a, b; Achatz and Schmitz, 2005a, b) indicates that initial conditions can easily determine the dominant finite-amplitude response for flows that are nonorthonormal (i.e., eigenvectors are not orthogonal, hence any one solution is not described by a unique combination), as is the case for all sheared and stratified flows. In simple terms, a flow that does not have orthogonal eigenfunctions can experience rapid growth of arbitrary initial perturbations that project onto eigenfunctions having similar structures but very different growth (or decay!) rates. Indeed, the underlying flow may be stable from the perspective of traditional linear stability analysis, but nevertheless allow transitions to instability and turbulence that can only be understood from the more general optimal perturbation perspective.

4.1. Nonlinear wave–wave interactions

Wave–wave interactions have been explored extensively in seeking to understand spectral energy transfers and the maintenance and apparent universality of the GW spectrum in the oceans and the atmosphere (Mied, 1976; McComas and
Bretherton, 1977; Yeh and Liu, 1981; Müller et al., 1986; Dunkerton, 1989). Generalizations to include GW–vortical mode interactions, the influences of mean shear, and the links of these “resonant” three-wave interactions at small amplitudes to local GW instabilities at larger amplitudes have also been

Fig. 7. Instability growth rates as a function of streamwise (α) and spanwise (β) wavenumber for GWs having α = 0.7 (left) and 1.1 (right) and intrinsic frequencies ω = N/4, N/3, N/2, and N/1.4 (top to bottom) at Re = 1000 (after Lombard and Riley, 1996). Wavenumbers are normalized by the primary GW total wavenumber.
explored more recently (Dong and Yeh, 1988; Yeh and Dong, 1989; Klostermeyer, 1991; Vanneste, 1995; Sonmor and Klaassen, 1997). It is important to recognize, however, that these and other nonlinear dynamics do not occur in isolation, but as part of a continuous competition. As an example, Müller et al. (1986) examined the relevance of off-resonant or higher-order interactions in describing GW spectral energy transfers. In another, Klostermeyer (1991) identified specific resonant interactions or instability processes across the full range of GW amplitudes, suggested that resonance dynamics may be the basis of all GW instability, and found with numerical studies that multiple interactions quickly populated the spectrum across a wide range of frequencies and wavenumbers. Finally, Thorpe (1994) found a parametric subharmonic instability (PSI) to operate effectively even at “unstable” GW amplitudes when viewed from a traditional instability perspective. Thus, wave–wave interaction dynamics must play a central role in GW propagation, interaction, and instability dynamics, though their full impacts remain to be assessed.

As an example of the interactions among and competition between instability processes, we show in Fig. 8 results of a direct numerical simulation (DNS) of the evolution of a GW having an amplitude of \( a = \frac{u'}{c - U} = 0.7 \), well below that required for convective instability in the traditional view of GW instability (though anticipated to be unstable to wave–wave interactions in the analyses by Lombard and Riley (1996) and Sonmor and Klaassen (1997)). In this simulation, we have inclined the simulation domain along the phase of the GW, which is propagating upward and leftward (the long edge of the domain is parallel to the phase surfaces of the GW).

The images on the left are streamwise cross sections in the plane of propagation; those on the right are spanwise cross sections (a plane perpendicular to the group velocity) at the center of the slanted domain. In both set of images, bright values denote high shear or vorticity and black shades are zero shear or vorticity, and times are in units of \( T_b \) since initial conditions were posed. In the upper images, only the primary GW is apparent, as the initial noise is very small. In the second images, there is no detectable spanwise (right image) variation, but there are now significant variations in the streamwise structure (left image) that indicate that (2D) wave–wave interactions have begun to play a role in the evolution. The apparent orientation of the emerging wave structures are more nearly horizontal than the initial GW and are consistent with a PSI as initially identified by McComas and Bretherton (1977) and observed thereafter in numerical and laboratory studies by Klostermeyer (1991), Thorpe (1994), Vanneste (1995), and others. The subharmonics that arise (typically having larger \( m \) and smaller \( |k| \) than the initial GW) must have periodic boundary conditions in the computational domain (not multiple horizontal wavelengths, but subharmonics, i.e. \( \lambda/n \), with \( n \) an integer), but appear not strongly constrained by this requirement. In studies currently in progress, we are relaxing this constraint to determine whether it has restricted the form and growth rate of the instability.

The evolution departs sharply from a largely 2D flow by the third images, where we now see that the superposition of 2D motions having smaller vertical scales has led to larger gradients and local 3D instability as observed in our earlier GW breaking simulations of a single wave (Andreassen et al., 2015).
Indeed, the local instability structure appears to have much in common with those earlier simulations, especially the streamwise-aligned and counter-rotating nature of the initial instability (some of this character can still be seen in the spanwise cross section at \( t = 66 \)).

By the fourth images, the instability has largely disappeared, the GW amplitudes have been reduced, and the flow has returned to a more 2D character having largely subharmonic structure. The message from this simulation, like the laboratory study by Thorpe (1994), is that different instability dynamics can occur simultaneously, in competition with one another, or successively, depending on the structure of the large- and small-scale flows.

4.2. GW instability dynamics

Wave–wave interactions were seen above to lead to local instability as the 2D flow evolved larger gradients at smaller spatial scales. Here we show more quantitative results for a single monochromatic GW in order to understand more fully the implications of wave breaking for GW amplitude evolution. A similar result was discussed in some detail by Fritts et al. (2003) previously. However, the present results are for a significantly higher Reynolds number and exhibit more vigorous turbulence extending to smaller scales of motion.

Streamwise and spanwise cross sections of vorticity for a simulation of GW breaking for an initial amplitude \( a = 1.1, \omega = N/3 \), and \( Re = 3000 \) are shown in Fig. 9. Time units, the initial noise spectrum, and the domain size are the same as in Fig. 8. The first thing to note is that instability both arises and advances much more rapidly for \( a = 1.1 \) than for \( a = 0.7 \). The first images for \( a = 0.7 \) in Fig. 8 show no evidence of instability, whereas the upper right (spanwise) image in Fig. 9 exhibits significant modulation within the upper region of high vorticity at about the same time. The second images shown less than a wave period later exhibit well-developed instability features having displacements extending across a significant part of the GW phase structure. The form of the instability is the same as identified by Fritts et al. (2003) at a Reynolds number, \( Re = 1000 \), comprising streamwise-aligned counter-rotating vortices that are largely horizontal, largely confined to the most unstable phase of the GW, and linked by loops having largely spanwise vorticity and extending lower in the GW structure. Another \( 2.5T_b \) later (at \( t = 12.7 \)), the large-scale coherent structures have been replaced by intense turbulence seeming to fill the majority of the GW field and to include a train of coherent spanwise vortices along one phase of the GW. Another \( \sim 10T_b \) later, the turbulence has largely abated, and there is evidence of a residual initial GW as well as more nearly horizontal structures similar to those seen for \( a = 0.7 \) in Fig. 8.

The GW amplitude and heat flux throughout this evolution are shown in the left panel of Fig. 10. The amplitude is seen to drop from its initial value by more than a factor of 3 to \( a \sim 0.35 \), with most of this reduction occurring between the second and third images in Fig. 9. Thereafter, the amplitude (measured in the velocity field) oscillates with half the GW period due to continuing exchanges of GW energy between kinetic and potential. The heat flux computed throughout the simulation is seen to be zero prior to wave breaking, to peak sharply during breaking, and to oscillate about zero again, also at

---

Fig. 9. As in Fig. 8, but for an initial GW amplitude of \( a = 1.1 \). In this case, initial instability is 3D, with counter-rotating, streamwise-aligned vortices dominating the early evolution, and vigorous turbulence arises quickly (within \( \sim a \) wave period of strong initial instability). The late wave field includes the initial GW at smaller amplitude and other components having more nearly horizontal phase alignment.
half the GW period, following GW amplitude reduction and accompanying turbulence decay.

The temporal evolutions of the GW amplitudes for the two simulations discussed above, as well as for \( a = 0.9 \) and 0.5, are shown together in the right panel of Fig. 10. At first glance, these results are startling. The larger initial GW amplitudes \( (a = 1.1 \) and 0.9) exhibit earlier and faster decay to final amplitudes of \( a \sim 0.35 \) or less. We earlier expressed surprise that the GW amplitude would decay so sharply relative to expectations of simple linear theory (Fritts et al., 2003). But it is also surprising that an initial amplitude of \( a = 0.9 \) decays to an equivalent final amplitude. Even more surprising is the amplitude decay observed at smaller initial amplitudes. Indeed, these decay to zero on very long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions apparently transfer all of the initial GW energy to other components of the motion field on long time scales. The reason is that in these cases, the decay process is wave–wave interaction rather than breaking and turbulence dissipation, and wave–wave interactions...
This itself is not surprising, as increasing the domain size (and degrees of freedom) allows for other possible interactions than can occur in the more confined domain. The surprising result is that when the domain depth is tripled, we obtain a dramatically different solution than for either of the smaller domains. Again, instability is advanced to an earlier time, relative to the standard domain (but not to the same degree), and initial oscillations occur suggesting the excitation of a GW having a period of \( \sim 14T_b \), as in the doubled domain. In this case, however, we also see that the initial GW amplitude no longer falls to zero, but to an intermediate amplitude of \( a \sim 0.22 \), and that oscillations occur at \( \sim \)half the initial GW period as the amplitude stabilizes at the smaller value. This suggests that the initial wave–wave interaction was interrupted, that local instability occurred, and that the resulting drop in amplitude prevented further energy transfer by the initial wave–wave interaction. While we are working to understand these results more fully, they suggest that care must be taken in assessing instability dynamics and effects in general, and that one must be aware of possible artificial constraints on available modes of instability.

### 4.3. Wave–mean flow interactions

Body forcing accompanying GW dissipation and momentum flux divergence is now understood to be responsible for closure of the mesospheric jets and reversal of the meridional temperature gradient at the mesopause, to play a role in the equatorial quasi-biennial (QBO) and semiannual oscillations (SAO), and to contribute to systematic departures from geostrophic or gradient wind balance under a variety of other conditions based on over two decades of modeling, theoretical, and observational studies. At middle and high latitudes, GW momentum flux divergence contributes a mean body forcing of \( \sim 50–100 \, \text{m s}^{-1} \, \text{day}^{-1} \) near the mesopause that opposes the summer and winter mesospheric jets, alters the mean force balance, and results in a mean meridional motion of \( \sim 20 \, \text{m s}^{-1} \) that yields a Coriolis torque that balances the zonal body force (Nastrom et al., 1982; Holton, 1982, 1983; Garcia, 1989; Fritts and Luo, 1995). Observations and theory also attribute the majority of this forcing at middle and high latitudes to GW having relatively high intrinsic frequencies due to the shape of the frequency spectra displayed in Fig. 5 (Vincent and Reid, 1983; Fritts, 1984a; Fritts and Vincent, 1987).

The latitudinal, seasonal, and hemispheric variations of the mean GW forcing are not known well, but observations of mean meridional motions and the mean solstice thermal structure, and especially the separated mesopause, with a low, cold mesopause confined to middle and high latitudes of the summer hemisphere, offer important insights (Nastrom et al., 1982; Wang and Fritts, 1990; von Zahn et al., 1996; Lübken, 1999). Additional insights on inter-hemispheric variability in GW forcing are provided by emerging, but still controversial, lidar, radar, rocket, and satellite measurements of temperatures, winds, polar mesospheric clouds (PMC), and polar mesosphere summer echoes (PMSE) (Balsley et al., 1993, 1995; Lübken et al., 1999; Gardiner et al., 2001; Bailey et al., 2005). Similar body forcing, though much smaller in magnitude, also occurs at lower altitudes, in particular the winter polar stratosphere (Hitchman et al., 1989; Garcia and Boville, 1994), and at lower latitudes, where GW momentum flux divergence contributes to the structure and variability of the QBO and SAO and is associated largely with GWs excited by deep convection across a wide range of frequencies (Dunkerton, 1982, 1997; Salby and Garcia, 1987; Bergman and Salby, 1994; Mayr et al., 1997; Baldwin et al., 2001; Pfister et al., 1993a, b; Alexander et al., 2000; Alexander and Vincent, 2000).

A useful framework from which to view the mean zonal forcing is via the “downward control principle”, which relates the Lagrangian vertical motion to the meridional gradient of the zonal body force applied to the atmosphere at higher altitudes (see McIntyre, 1989; Haynes et al., 1991; Garcia and Boville, 1994). Essentially, this describes the circulation through any level that must occur to satisfy continuity and accommodate the vertical coupling due to GWs arising in the lower atmosphere and dissipating at higher altitudes. Hence, a mean momentum flux at any altitude implies a corresponding mean vertical motion (the momentum flux must be zero at the pole) because a momentum flux divergence above requires a vertical mass flux to balance that accompanying the residual mean meridional motion providing the force balance at the altitude of GW dissipation.

Finally, recent efforts have accounted for the “missing forces” accompanying turning, or a change in GW propagation direction, in an environment having large-scale vertical vorticity. It is clear how to account for momentum transport and
mean flow responses in cases where GW propagation remains confined to a vertical plane. It was not obvious, however, how to account for momentum transport in cases where GW propagation direction rotates in the horizontal. This problem was addressed by Bühler and McIntyre (2003, 2005), with the result that the momentum balance is just as we would have hoped: net momentum is conserved in two horizontal dimensions.

5. Summary and conclusions

A variety of measurements, modeling, and theoretical studies have provided an increasingly quantitative understanding of the mean forcing of the middle atmosphere by GWs in the last two decades. Only more recently, however, have we begun to appreciate the considerable variability of GWs and their effects at higher altitudes. This variability arises due to the inherent intermittency in GW sources, energy and momentum transports, propagation conditions, wave–wave and wave–mean flow interactions, and especially instability dynamics across the full range of GW spatial and temporal scales.

Mean forcing by GWs closes the mesospheric jets, induces a strong mean meridional motion, reverses the meridional temperature gradient in the upper mesosphere relative to radiative inputs, and results in a mesopause having two fairly distinct altitudes under solstice conditions. Similar, though smaller, responses also occur in the meridional (and vertical) circulation and thermal structure of the polar winter stratosphere. At lower latitudes, GWs contribute significantly to the mean structures of the QBO and SAO, with effects extending throughout the middle atmosphere.

GW variability also has major effects across a wide range of scales. At larger scales, these include modulation by and feedbacks on tidal and planetary wave motions and seasonal, inter-annual, and inter-hemispheric variations in mean zonal wind structure, the induced residual (meridional and vertical) circulation, and the mean temperature structure. At smaller scales, GWs contribute highly variable local structure, variances, local energy and momentum fluxes, additional GW excitation, and turbulence and diffusion. Indeed, we expect that as our understanding of GW dynamics improves further, we will find evidence of variability (and mean responses) extending to even higher altitudes that recognized at present.
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